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Deliverable D4.2a ResumeNet

Summary

This deliverable concerns the experimental evaluation of resilient networking. Our approach
is to evaluate the ResumeNet framework in four di!erent scenarios, highlighting the versatil-
ity of the framework: Wireless mesh networks, opportunistic networks, cooperative SIP, and
a publish/subscribe platform for communicating objects, i.e., spaces Þlled with sensors and
actuators. The scenarios are complementary with respect to challenges, mechanisms, and
framework components to address as many as possible resilience aspects in the context of
di!erent types of networks and network operations.

The scenarios are described following the ResumeNet strategy and mapped to the parts
of the resilience framework they address. We highlight what mechanisms proposed within the
project that are evaluated by the experiments. A table summarizing the mapping shows good
coverage. We Þnally discuss what kind of results that can be expected.

Ongoing work has already led to preliminary results presented in the appendix of this
deliverable. Most experimentation has also generated collaboration between the partners,
either explicitly in WP4 or in the context of the other work packages.
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1 Introduction

The experimentation work in ResumeNet is carried out in WP4 and one of its main aims is to
evaluate the resilience framework aspects deÞned in WP1 and the mechanisms realizing this
framework in WP2 (network resilience) and WP3 (service resilience).

Work package 4 is structured into four experimental scenarios addressing a variety of
resilience aspects in the context of di!erent types of networks and challenges:

• Network scenario: one scenario is considering wired networks, and three scenarios con-
sider wireless networks. The Þrst of them is related to infrastructure-based wireless net-
works (wireless mesh nodes), the second evolves around self-organizing,opportunistic
networks, and the third addresses apublish-subscribe platform for a smart environment,
i.e., spaces Þlled with sensors and actuators within which devices are moving. The sce-
nario considering wired networks is related to running network services of overlay and
peer-to-peer networks.

• Types of network service faults that are considered: they range from node misbehavior
at di!erent layers (MAC, routing), to software misconÞgurations, and DDoS attacks.

• Network functions: routing, wireless medium sharing, transport, but also service provi-
sion are addressed in the experimental scenarios.

The ultimate output of the experiments will serve multiple purposes: provide feedback to
WP1 regarding the feasibility of the resilience framework, demonstrate the advantages coming
from the reuse of fundamental mechanisms from WP2 and WP3 across di!erent context, and
reveal the strengths and the weaknesses of the proposedD2R2+DR framework as a systematic
approach to the future Internet resilience.

This deliverable maps the four scenarios into the ResumeNetD2R2 + DR strategy and
show what aspects of the framework are covered by them. Not all mechanisms from WP2 and
WP3 are expected to be covered in the experimentation of WP4. Nevertheless, this deliverable
is intended to assess the aspects that are covered or missing in order to take action and extend
scenarios if necessary and reasonable.

We see value applying the same framework and/or mechanisms in a diversity of scenarios
and environments while being able to stay closer to already established research platforms
than an integrated scenario designed from scratch would allow to. The actual experimentation
facilities used vary from in-house test beds to physically distributed test beds. Examples of the
Þrst case are the Wireless Mesh Network test bed of the ETHZ TIK group and the Haggle test
bed maintained by the Uppsala University. Experimentation on cooperative SIP signaling will
be performed on the G-Lab, while France Telecom operates its own infrastructure for smart
environments.

The deliverable consists of three parts. Section 2 gives a summary about the ResumeNet
resilience framework and the mechanisms presented in WP2 and WP3 in the context of ex-
perimentation; what results can we expect. Section 3 presents the scenarios and maps them
to the resilience framework to show how they cover the ResumeNet strategy. In Section 4 we
present preliminary results of the experimentation.
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2 Resilience Framework

The ResumeNet project pursues its objectives via a top-down approach. The starting point is
the deÞnition of the overall framework for resilient networking. This includes the outline of the
D2R2 +DR strategy, the identiÞcation of the versatile challenges to network operation and
their impact on it, and the exploration of metrics that can quantify the network resilience. The
framework-level work drives the tasks carried out at WP2 and WP3. These two work packages
wrap up work at the particular mechanisms that can enhance the resilience of current networks
and services.

This section summarizes the resilience framework and mechanisms provided by the di!erent
work packages. We brießy reßect what results we expect from experimentation on them.
Section 3 then describes the scenarios by mapping them into the resilience framework and
describing how the di!erent mechanisms are evaluated.

2.1 Summary of the ResumeNet resilience strategy (WP1)

• D2R2+DR: The ResumeNet resilience strategy involves two nested control loops. The
inner loop is a real-time adaptation control loop consisting of the Defence, Detection,
Remediation, and Recovery stages. The outer loop contains the stages of Diagnosis and
ReÞnement. We describe the scenarios following the control loops to make the scenarios
transparent to the resilience framework and identify the di!erent control blocks.

2.2 Summary of the resilience framework (WP1)

• Challenges: A classiÞcation of challenges serves for prioritization in the treatment of
challenges in order to make the system resilient against the challenges with the highest
impact.

• Metrics: The metrics framework presents a general framework for assessing the robust-
ness of a system. A given network at a certain time, deÞned by a service and a topology,
is translated into a mathematical object, on which computations can be performed such
as the computation of a goodness value or robustness value. The framework is mainly
used as a tool to assess resilience throughout experimentation. We also expect insight
in how to apply the framework for topologies that are very dynamic, for example in
the opportunistic networking scenario, and translate such topologies into mathematical
objects.

• Policies: The policy framework supports the selection of remediation and recovery strate-
gies based on information from challenge detection. Three prominent policy-based man-
agement frameworks have been investigated in Deliverable D1.3 and are used in WP2 to
get further insights on their suitability in the resilience context. Experimentation on the
policy frameworks is therefore mainly done in the context of WP2 on dedicated scenarios.
The experimentation in WP4 can, however, provide input on how to deÞne policies in
concrete scenarios.

• Multi-level Resilience: Cross-layer information is an additional source to make an in-
formed selection of remediation and recovery strategies. A theoretical cross-layer control
framework has been developed and available network monitoring frameworks have been
studied. Experimentation is so far limited to a few dedicated scenarios in WP1.
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2.3 Summary of the network and service mechanisms (WP2, WP3)

• Network Defence: Defensive measures include all actions that can be performed before
the challenges e!ectively occur so that the network is su"ciently well-armed to resist
most of these challenges without considerable performance degradation. Examples for
network defence include diversity, redundancy, or cooperation incentives. We will see
that some scenarios have defence as their main focus, addressing the main challenge of
those type of networks.

• Network Challenge Detection: Challenge detection deals with the question how to allow
a system to understand a challenging situation by letting it identify its occurrences
and assert its impact. ResumeNet provides mechanisms such as adistributed datastore
to process notiÞcations of (pre-)challenge events to provide context to detection and
remediation blocks.

While well established in the Internet, it is not obvious how to address challenge detection
in more dynamic, mobile networks such as wireless mesh networks and opportunistic
networks. We expect through experimentation to get more insight into the assumptions
and limits of challenge detection in the chosen scenarios.

• Network Adaptation and Evolution: Based on the detection of ongoing challenges and
their cessation, remediation and recovery actions are to be executed. The purpose of
remediation is to minimize the e!ect on service delivery, at all levels of the protocol stack,
after an adverse event and during an adverse condition. ResumeNet explores mechanisms
like access-control policies and obligation policies to direct remediation, as well as the
Graph Explorer to explore and compare di!erent remediation strategies and investigate
their potential e!ect on the network infrastructure. The experimentation intends to test
how e!ective these mechanisms are, and what information that is available and needed
as input to those mechanisms.

• Virtual Services: OS virtualization techniques such Xen and Kernel-based Virtual Ma-
chine (KVM) are used to provide an abstraction from the underlaying hardware resource
and react e"ciently to challenges, such as overload or hardware failure.

• Overlay and P2P Networks: Likewise, overlay and P2P networks provide an abstraction
from the underlaying hardware resource and potentially functionality not provided by the
underlay network. Notably, overlay networks can be used for routing data in case IP
end-to-end communication fails. P2P networks are used to facilitate application layer
session setup by storing and locating contact data of applications or services in the P2P
network. The P2P network provides a resilient solution for application layer session setup.
Subsequent communication can either take place based on legacy IP communication, or
based on overlay-based communication.

3 Scenarios and their mapping to D 2R2 + DR

Four experimental scenarios are deÞned with the intention to address as many as possible
resilience aspects in the context of di!erent types of networks and network operations. The
choice of scenarios is not systematic but instead diverse, exposing the resilience strategy to
a variety of di!erent challenges, and reßecting the variety of competences available in the
project:
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• Forwarding Selshness in Wireless Mesh Networks

• Content Dissemination in Opportunistic Networking

• Cooperative Session Initiation Protocol

• Publish-Subscribe Platform for Smart Environments

This section describes the scenarios by mapping them into the ResumeNetD2R2 + DR
strategy and describe how the di!erent mechanisms are evaluated. To show how the scenarios
relate to the resilience strategy we describe them following the strategy and describe what
research questions they address and what results we expect.

scenarios: other experimentation:
Strategy (WP1):

defence w o s p
detection w o s p
remediation w o s p
recovery w o s p
Frameworks (WP1):

challenges w o s p case study in D1.1
metric w o case study in D1.3
policies s p experiments in WP2
multi-level resilience case study in D1.5
Network Resilience Mechanisms (WP2):

topological conditions for collaboration w
distributed datastore p
challenge analysis o case study in D2.2
policy based remedy selection p case study in D2.3
graph explorer o case study in D2.3
network design w
Service Resilience Mechanisms (WP3):

chronicle recognition system p
service migration s
overlay and P2P s

Table 1: Summary of the mapping between the scenarios and the resilience framework.
Legend: w Forwarding Selshness in Wireless Mesh Networks - o Content Dissemination in Opportunistic Net-
working - s Cooperative Session Initiation Protocol - p Publish-Subscribe Platform for Smart Environments

Table 1 shows a summary of the mapping between the work done in WP1-3 and the
experimentation scenarios. The resilience strategy and frameworks are well covered by the
scenarios, justifying their relevance to the project. The network and service resilience mech-
anisms of WP2 and WP3, respectively, are taken up by at least one scenario. Exception is
the multi-level resilience framework that is not addressed by the experimentation scenarios.
However, as most other mechanisms it is evaluated in the respective deliverable. The work
on the policy and multi-level resilience frameworks, for example, evaluated prominent existing
policy-based management systems and event notiÞcation systems, respectively, in the context
of traditional Internet style networks. The scenarios cover some network types where such
systems not always make sense because of mobility, limited resources, or episodic connectivity
(e.g., in opportunistic networking). We will see that the scenarios take up interesting questions
in how to apply the resilience mechanisms under the given circumstances.
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In this deliverable we do not reßect the outer control loop that deals with the long-term
improvement of the system, assessing the real-time control loop by diagnosis and reßection.
The experimentation results are expected to reßect on them instead.

3.1 Forwarding Selfishness in Wireless Mesh Networks

The challenge we are addressing is forwarding selÞshness in wireless mesh networks, that is,
the unwillingness of wireless mesh nodes to spend resources for forwarding data in a multi-hop
fashion on behalf of other nodes. We provide practical mechanisms as well as a theoretical
framework for studying and solving this problem.

On the theoretical side, we have analyzed the use of dependencies between routes in mesh
networks and we have shown that in principle, given global knowledge, a fair degree of co-
operation should emerge naturally, without o!ering however a speciÞc mechanism to mitigate
selÞshness [PGLK10]. Our upcoming publication also shows the interaction between interfer-
ence awareness and selÞshness avoidance, explaining why ideal interference-aware mechanisms
also lead to increased cooperation. Based on our initial results with dependency graphs, we are
currently working to express such dependencies in terms of network coding, thereby turning
our previously theoretical studies into a feasible implementation. The basic idea is to combine
packets from di!erent sources into single packets that will reside in the decoding bu!ers of
intermediate nodes. These nodes will not be able to discard such packets as it would normally
be the case in the classical approach when demands were described as commodities, because
one of the packets caught in the linear combination may even be destined to them. Therefore,
they try to accumulate as many packets as possible in order to decode the unknown ones. The
surrounding nodes will also have an interest in helping them eventually decode packets in their
bu!ers in order to free space for other packets which they are preparing to output. Last, but
not least, relay nodes have all incentives to send coded packets yet impossible to decode (due
to the reduced rank of the system of equations), because this is the only way they will also be
o!ered other packets in exchange. These can be used in turn to decode the outstanding linear
combinations.

We are currently working on Þnalizing the theoretical details of the network coding selÞsh-
ness avoidance protocol. Moreover, based on previous open-source code (the FRANC platform
developed by EPFL) we are Þnalizing a set of Java-based utilities to be implemented on each
networked node as a selÞshness thwarting protocol. The expectation is that in the following
weeks we shall have a working system that will o!er data on the performance tradeo!s involved
by the use of our approach.

Finally, our testbed has been updated and is fully functional, ready to accommodate our
implementation. Note that the implementation is being developed without loss of generality
at the application layer, since network coding reserves the questions of interference and noise
(resulting in packet dropping) and considers exclusively the connectivity graph.

Detection The peculiarities of the experimentation scenario underline the fact that the nor-
mal operation of the network is challenged. The challenge is not a separate episode in the
functional history of the network, but rather something which it faces in every moment. There-
fore, the resilience strategy, modeled with the constructing blocks of ResumeNet, has also a
more elaborate nature. We note that in particular the detection phase is not signiÞcantly rep-
resented in our scenario, partly because the challenge occurs continuously and partly because
packet dropping in wireless multi-hop networks is notoriously di"cult to detect.
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Defense To compensate for the reduced possibilities for detection, defence entirely takes the
role which would normally be assigned to the detection step. The mechanism proposed by us
only deals with selÞsh nodes (which do not manifest maliciousness or, otherwise stated, they
have no beneÞt from disrupting the network function). They just take the measures which
they think are in their advantage and which may harm the function of the network as a whole.
To address this issue, we propose a system which is to be installed on each node, based on
network coding. Since all nodes adhere to it, we can prove that the widespread usage of it
throughout the network can alone lead to the desirable e!ect of eliminating node selÞshness.

Recovery and remediation It is again the nature of the problem which leads to the absence
of remediation and recovery phases. Assuming our approach is implemented by the network
nodes (which are not malicious), selÞshness will be provably eliminated and therefore neither
remediation nor recovery are explicitly needed. Instead, they are implicit consequences of the
defence mechanism.

Framework elements used in testing Note that while some metrics in WP1 focus on con-
structing resilient network graphs, in our setting it may be impossible to a!ect the connectivity
graph in a meaningful way, because of its extreme distributed nature. Instead, we focus on
other dimensions of the network: (network) coding and the use of dependencies between routes,
which are, up to a certain point, similar approaches. Given the speciÞcs of the problem, we
propose using a set of metrics tailored for the peculiarities of this problem. The performance
metrics include average packet delay and packet delivery ratio ratio. From these, we derive
intervals of acceptable and degraded operation. Finally our measure of resilience consists in
observing how long the aforementioned metrics remain in the degraded operation region, until
the proposed defensive mechanism steers the network toward an acceptable operation point.
We expect that the mechanisms that we will provide in the context of WP2 should be able to
reduce the packet loss ratio, which is to be proved in experimentation. An estimation on packet
delay cannot be o!ered at the moment, but will be a part of the Þnal experimentation report.
We refer here in particular to metrics, since, the cross-layering component is less important in
our setup while policies would be more helpful in centralized and stable networks.

Mechanisms employed The protocol based on network coding is currently developed in-
house. The challenge will be emulated based on a series of strategies according to which, if a
selÞsh node has enough information, it can decide to drop a packet, as long as this is in its own
advantage. However, in normal operation, network coding will obscure almost all information
that could lead to selÞshness. We examine what is the e!ect of packet dropping when certain
bits of information leading to selÞshness are still available and the degree to which network
coding is hiding the selÞshness-generating information.

Expetimentation milestones The FRANC platform which constitutes the basis for our ex-
perimentation has been installed on the testbed and its functionality has been tested against
the speciÞcations. We are in the phase of implementing the network coding module (which is
implemented as a separate layer in the FRANC architecture). Note that a wireless node has
two distinct bu!ers: one containing decoded data packets and the other one containing yet
undecoded ones. Undecoded packets (called hereafter variables) are combined linearly with
coe"cients which are randomly selected in a Galois Þeld by a relay node. The relay always
transmits the result of the coding and the linear, randomly-selected coe"cients. Therefore,
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in the decoding process, destinations are faced with a system of linear equations with random
(but known) coe"cients.

Before completing the implementation, the following theoretical problem needs to be solved:
for a relay node, which is the optimal steategy to pursue (that is, which are the packets that
it should select for coding and further forwarding). The node utilities can take relatively
complicated forms, especially if we assume that they dispose of the computational power
of solving small linear programming optimizations. Once this research item is cleared, the
implementation can be Þnalized.

The tests will establish the performance of the TIKnet netowrk with and without network
coding, with and without selÞshness (varying number of stations that exhibit high packet
dropping rates).

Facilities The in-house developed TIKnet [ETH10] testbed consists of around 20 PCs running
Debian Linux, equiped with wireless network cards and organized in a wireless mesh network
currently running an AODV protocol, which will soon be replaced with the aforementioned
network-coding based protocol.

Collaborations The collaboration between ETH Zurich and France Telecom lead to a series
of results presented in [PGLK10] and itÕs submitted, yet unpublished followup. Our theoretical
exploration of the cooperation in mesh networks via dependency graphs has the role of conÞrm-
ing that in general any reasonable topology has a good potential for supporting cooperation,
even only with shortest path routes. Guided by this result on the cooperation capacity of
mesh networks, we show that increased cooperation (or, equivalently, increased packet delivey
ratio) is normally obtained at the expense of increasing average delivery delay (caused by the
fact that some dependencies are not yet fulÞlled). In addition to this, the potential decrease
in throughput caused by the additional route overlap and the fact that route overlap should
exist in the Þrst place, inspired us to choose network coding as cooperation paradigm. The
latter also relies on overlaps and intersections and, just as the dependencies, induces decoding
delays. On the other hand, the obvious advantage of this scheme is its implementability.

3.2 Opportunistic Networks

In opportunistic networks, typically mobile nodes store, carry, and forward messages when
they encounter other nodes, using short-range communication. A store-carry-forward (SCF)
transport service allows the ßow of data in the network despite the absence of end-to-end paths.
Data instead travels overspace-time paths, comprised of sets of links that become available in
di!erent time instants in the network. Node mobility is thus important for data dissemination; it
creates contact opportunities between di!erent nodes and allows nodes physically to transport
data to areas where no connectivity might be available.

The store-carry-forward transport inherently provides resilience by storing data while no
connectivity is available, and replicating data to increase the chances of delivery. However,
the provided service is typically best e!ort and tightly coupled to node mobility and thus the
available space-time paths. There are interesting research questions on how to replicate and
disseminate data, or how to deal with limited bu!er sizes in a autonomous distributed system.

Before discussing scenarios using the projects resilience mechanisms, we show how the
opportunistic transport Þts into the overall ResumeNet strategy, following the two control
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loops:

Defence The nodes use store-carry-forward routing to compensate for intermittent connec-
tivity and the lack of end-to-end connectivity. As the availability of space-time paths is not
known a-priori, nodes forward copies of messages to introduce redundancy into the system and
explore di!erent paths. Some paths will lead to delivery, others wonÕt - or only much later in
time. Deciding on when and to whom to forward a message is non-trivial because too much
redundancy Þlls up nodesÕ bu!ers and thus prevents other messages from being delivered. In
the literature we Þnd di!erent approaches that span from epidemic-style forwarding to more or
less randomly selecting nodes, to algorithms that take node contact history or other heuristics
into account.

Challenge emulation In our experimentation we consider two types of challenges:

• Limited bu!er capacity: Nodes have limited bu!er capacity, forcing nodes to make
decisions what messages to keep and what to remove from the bu!er. This process is
also called data aging (e.g., remove old messages) or resource management.

• SelÞsh node behavior: Nodes stop forwarding messages on otherÕs behalf. As a conse-
quence, space-time paths get truncated resulting in reduced delivery. While for message
delivery a selÞsh node could be considered as non-existent, it does still introduce own
messages into the system relying on other nodes.

Both challenges have in common that (copies) of messages are dropped and potentially
reduce the delivery rate or increase the delay to deliver a message.

Detection The store-carry-forward transport and resource management optimize their oper-
ation to provide a good service as part of the defence mechanism. Non-predictable connectivity
between nodes makes it di"cult for an individual node without global knowledge to determine
Ónormal behaviorÓ from which one could deÞne a challenge as a relative deviation. Instead, we
experiment with the parameter optimization of the store-carry-forward transport and resource
management to better understand their relationships with di!erent connectivity patterns. This
gives us an understanding about the behavior and limits of the algorithms, as well as their
sensitivity on the parameters.

Besides of the behavior of the defence mechanisms in di!erent situations we explore two
other aspects of detection, namely service speciÞcations and the possibility to distribute detec-
tion mechanisms assuming global information to be used with only local information. Service
speciÞcations allow nodes to agree on what they can expect from each other. One example
is that nodes promise to carry data for a certain period of time, which can be veriÞed when
nodes involved in a space-time path of a message meet. The interesting question here is how
long time such veriÞcation would take, and if remediation steps still would be timely. The
overhead of such a scheme is another metric to look at. Our ambition with experimentation
is thus on understanding the parameter space and the limits for detection.

Remediation and recovery Defence, remediation, and recovery are tightly coupled in oppor-
tunistic networks. The store-carry-forward routing and resource management opt to adaptively
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Þnd optimal operation parameters to provide good service yet avoiding resource overload. Dur-
ing normal operation the balance between service and resource usage is important to provide
a good service. Overloading the system would lead to a reduced service in the end. During a
challenge, however, remediation might prioritize the maintenance of an acceptable service and
accept an increase in resource usage at least for a short time. Our experimentation shall give
insight about the dynamics of parameter adaptation and its e!ects on resource usage.

Framework elements used in experiments We use themetric and policy framework from
WP1. The dynamic topology in opportunistic networks is an interesting study case for the
metric framework that was designed with more static networks like the Internet in mind, and
illustrated on the examples from the GEANT and SPRINT networks (see Deliverable D1.2a).
Nevertheless, the framework can be applied to, for example, the time-space paths that span
a graph for every message in the network. Missed connectivity opportunities, full bu!ers, or
aggressive aging introduce changes (challenges) to the graphs in the same way as, for example,
removing links in the GEANT network.

Experimentation with the policy framework is tightly related to challenge detection and
service descriptions. First experiments will base on simpliÞed scenarios with two-hop forwarding
where nodes promise to carry a message for a certain period of time. In that scenario, sender
and destination of a message can verify the forwarding service of intermediate nodes. We expect
expertise and give feedback to WP1 on how to deÞne service speciÞcations and policies. The
policy frameworks investigated in WP1, however, are too heavy for mobile nodes that run on
mobile nodes and lack global knowledge about the network.

Mechanisms employed If time allows we intend to experiment with thegraph explorer
tool presented in WP2. The question of interest is if the functionality of the graph explorer
can be distributed such that nodes that only have local information about the network can
approximate the results of a central graph explorer with global knowledge (i.e., an oracle). In
an additional step we consider the question if knowledge propagation will improve the result.
We expect that additional knowledge can improve the result as long as it is fresh and not
outdated because of delays due to episodic connectivity.

Facilities The opportunistic network is emulated in the Haggle testbed, running the network
nodes in virtual machines and trace based connectivity between the nodes. We run currently
experiments with around 25 nodes and use both statistical mobility traces (time-Markov model)
and mobility model traces generated by simulation. We refer to Deliverable 4.1b for more
details on the testbed.

Collaborations ETHZ and Uppsala collaborated on an analytical model for selÞsh node be-
havior in opportunistic networks [Kar09]. As a follow-up we implemented the entire resilience
control loop on the testbed. Its demonstration initiated further work together with Lancaster
and NEC describing this implementation and proposing Þrst approaches to detection mecha-
nisms [SSR+10].
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3.3 Cooperative Session Initiation Protocol (CoSIP)

The case study deals with VoIP as an example application and highlights service resilience.
The solution for Cooperative Session Initiation Protocol (CoSIP) signaling is described in detail
in Deliverable D3.1b.

Defence Defence mechanisms reduce the probability that a failure occur and reduce the
impact in case of failure. CoSIP provides two defence mechanisms:

• The SIP server is hosted within a virtual machine. This provides the ability to react
fast to overload, e.g., by duplicating the virtual machine and starting new servers, or
by migrating services during the rune time to hardware with higher capacity. Moreover,
virtualisation o!er automatic failover such as the MTTR can be signiÞcantly reduced.

• The location of SIP User Agents (UAs) is stored at the SIP server as well as the P2P
network providing redundancy.

Challenge emulation Two kind of challenges will be considered:

• A network failure is emulated which renders the server unreachable for the SIP UAs.

• A local challenge at the server, i.e., software or hardware failure, or misconÞguration,
which renders the server unreachable for the SIP UAs.

While this challenge classiÞcation is currently quite coarse, we will work further on more speciÞc
challenges in the near future.

Detection SIP UAs can detect that the SIP server is not reachable anymore, since it does
not respond to their requests. Monitoring probes are distributed along the network and can
detect that the server is not reacting.

Remediation The SIP UAs switch to P2P mode and can get the required information for
the signaling from the DHT. Depending on the reason for the server unavailability, di!erent
migration techniques can be performed (e.g., cold migration, live migration, or simply starting
the server somewhere else in case a migration is not possible). The decision which migration
techniques is used and where to restart the service is policy-based. In this context, the policies
are used to decide whether to migrate, and if yes, where to migrate and which migration
techniques to be used. The migration of the server may be within the same network or across
the Internet. In the latter case, the serverÕs location in the network topology will change. Thus,
the SIP UAs need to be either explicitly informed about the new server location, e.g., using a
broadcast, or redirected, e.g., using layer two tunneling techniques. We have performed initial
experiments with both options.

Recovery After receiving the information about the new location of the server (potentially
another server) the SIP UAs can switch back to normal operation and perform their signaling
using the server.
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Frameworks used The experimentation makes use of thepolicy framework. Depending on
the reason for the server unavailability, di!erent migration techniques can be performed (e.g.,
cold migration, live migration, or simply starting the server somewhere else in case a migration
is not possible). The decision which migration techniques is used and where to restart the
service is policy-based. In this context, the policies are used to decide whether to migrate, and
if yes, where to migrate and which migration techniques to be used.

Mechanisms used Service migration.

Facilities The SIP UAs are running on PlanetLab and are conÞgured to initiate a phone
call to another randomly selected UA every Þve minutes with a random deviation of two
minutes. The SIP server is running within a virtual machine. Both, QEMU and XEN are
currently investigated as virtualisation mechanisms. We are currently evaluating G-Lab as
testbed platform to host the virtual machines. Being a reasonably large testbed, G-Lab seems
to be an ideal platform to test the various migration scenarios described in Deliverable D3.1b.

Collaborations Experimentation on cooperative SIP led to a collaboration between Mnchen
and Passau to integrate server migration.

3.4 Publish-Subscribe platform

In the context of message-oriented routing, the publish-subscribe systems have their sources
(senders) labeling each message with the name of a topic (ÓpublishÓ), rather than addressing
it to speciÞc recipients. The message is then sent to all eligible systems having asked to
receive messages on that topic (ÓsubscribeÓ). This form of asynchronous architecture is more
scalable than point-to-point alternatives such as message queuing, since message senders need
only concern themselves with creating the original message, and leave the task of servicing
recipients to the messaging infrastructure. It is a very loosely coupled architecture, in which
senders often do not even know who their subscribers are.

Some applications of this paradigm, e.g., stock exchange ones, are much demanding in
terms of resilience. Besides traditional dependability concerns such as high availability (service
continuity has to be guaranteed against hardware and software failures, or DDoS attacks), the
data reliability, i.e., its integrity, need to be insured through the assessment of the publishers
identity. The messagesÕ conÞdentiality is also part of the security requirements, i.e., data
interception, or usurpation of legal subscribers identity, are part of high priority challenges.

The platform we are dealing with is built in the framework of the Infrastructure for the
Future Trade (ICOM) project (see [D4.1b] for more details), focusing on a middleware which
allows exchanges between applications through heterogeneous hardware and software. The
intra/inter-enterprise infrastructure links various objects, identiÞed through RFID, 1D/2D bar-
codes, NFC, etc., to a company information systems and Þxed/mobile terminals and/or, to a
lesser extent, the objects to each other. The Þltering functions and routing information use a
PubSub platform decoupling message senders and recipients. This platform is based on a net-
work of XML routers using hardware to process messages and allowing very high performance,
the network covering itself a network of (traditional) IP routers. Through this platform:

• content-based routing is done from selection Þlters (subscriptions) of XML documents;
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• each company can manage two types of users (data publisher/sender, data subscriber/client);

• publishers broadcast their messages to authorized recipients;

• subscribers only receive relevant data, thanks to contents Þltering (subject, EPC code,
...), through chosen communication channels (RSS, SMTP, SMS, ...);

• messages are stored until they have been issued;

• in addition to access control for both publishers and subscribers, a Web portal manages
the administrative tasks (client conÞguration management, accounts provisioning, ...).

The on-going experimentation makes use of three di!erent sites:

• site 1 is the source of data, i.e., a hypermarket in which a panel of volunteers feeds the
event contents through their purchases - the items, identiÞed by barcodes, are read by
mobile phones and the information, sent by WiFi to a LAN, are routed to a processing
center located in the remote site 2;

• di!erent modules of the ICOM architecture are housed in the site 2 (collection and pro-
cessing by aggregation, tracking/persistence, ...) which, after receiving the information,
queries the hypermarket database to retrieve various information about the items (price,
etc.) before transmitting them for publishing to the PubSub platform;

• site 3 hosts the platform which constitutes the core of our study; this is also where the
data subscriber applications are linked.

Defence The secure VPN link connecting the hypermarket to the site 2 enables a good
degree of conÞdentiality for the data transiting between the two sites. Concerning the site 3,
redundancy is provided by the presence of two XML routers, allowing to manage the hardware
failure of a machine. Besides performance optimization, i.e., sending only relevant data to
interested users, the implementation of closed user groups is a natural way to respect the data
privacy. Some basic security mechanisms (authentication, Þrewall, etc.) are also implemented
in the PubSub platform located in this site.

Detection This step aims to treat principally two types of situations: challenges not covered
by the Defence phase (due to budgetÕs constraints, technical obstacles, etc.), and events
occurred following the failure of some defence mechanisms. The focus of our work is on the
detection of identity usurpation, data interception, DDoS attack, and equipment failures.

Remediation and recovery A dynamic resilience policy using contextual rules is used for
this experimentation. It is applied through several steps: (i) speciÞcation of the nominal
behavior of the system; (ii) speciÞcation of the policy in reaction to threats, i.e., safety rules
related to threat contexts; (iii) remediation by deÞning the mapping functions connecting the
threat contexts to certain attributes of alert messages; (iv) disabling threat contexts after a
latency phase depending on the level of risk that activated this context, i.e., recovery action;
(v) deployment of the dynamic resilience policy, preceded by a translation phase of this policy
into a set of conÞgurations that apply to the various checkpoints (routers) of the platform.
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Framework elements used in testing For the adaptation framework implementing the two
phases of remediation and recovery, we have described in [D2.3a] three designs allowing the
realization of the framework architecture. One of them is based on access control policies,
which constitute the root foundation of the contextual rules sketched earlier.

Mechanisms employed The detection of challenging situations is provided in two steps:
monitoring the service and launching alarms for appropriate events, followed by an analysis
through correlation to output reliable alerts in order to start the remediation and recovery
phases [D3.2].

Facilities The PubSub platform, hosted in Orange Labs (Lannion, France) is composed of
two Solace Systems XML routers accessible through proprietary interfaces via SSH, SFTP, or
SNMP. Two APIs (Java and JMS) are used for message publishing and reception. A Web
server, running on a Linux PC with the use of open source software (Tomcat, MySQL, Java),
is exploited for managing a database describing the network conÞguration and its users. A
user portal o!ering HMI for a set of services is also provided by this server.

4 Preliminary Results

In the appendix we present a selection of preliminary experimentation results. Some of them
are published at conferences or workshops, others are in the form of a technical report.

5 Conclusions

Four experimental scenarios are deÞned with the intention to address as many as possible
resilience aspects in the context of di!erent types of networks and network operations. The
choice of scenarios is not systematic but instead diverse, exposing the resilience strategy to
a variety of di!erent challenges, and reßecting the variety of competences available in the
project.

We describe the scenarios by mapping them to the ResumeNet resilience framework and
demonstrate the opportunities coming from the reuse of fundamental mechanisms from WP2
and WP3 across di!erent context. The mapping of the scenarios indicates that the resilience
framework indeed can be applied in the context of di!erent types of networks and that we can
expect feedback to WP1 regarding the feasibility of the resilience framework. First results are
presented in the appendix of this deliverable.

The variety of scenarios allow to explore the strength and limits of the resilience mechanisms
in di!erent type of networks and context. While some resilience mechanisms can directly be
applied in some of the scenarios, it is not obvious how to do that in others. The lack of
end-to-end connectivity or global information about the network in opportunistic networks, for
example, open the interesting question how to apply mechanisms designed with fully connected
networks in mind in a distributed environment.

The wireless mesh network scenario dealing with forwarding selÞshness approaches re-
silience by proposing a defence mechanism that (provably) eliminates node selÞshness, and
thus implicitly implements the entire control loop. Similar observations can be made in the
opportunistic networking scenario where the defence mechanisms are inherently built into the
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system. The resilience control-loop in that case is used to adapt the parameters of the defence,
which is tightly coupled with the remediation and recovery.

Finally, we observe that the scenarios implement control loops speciÞc to given challenges.
The interaction between di!erent control loops and the inßuence of other challenges on these
control loops is an open problem that we will discuss further during the coming months.
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A Forwarding Selshness in Wireless Mesh Networks

Gabriel Popa (ETHZ), Eric Gourdin (FT), Franck Legendre (ETHZ), Merkouris Karaliopoulos
(ETHZ), On Maximizing Collaboration in Wireless Mesh Networks Without Monetary Incen-
tives, RAWNET 2010 : Workshop on Resource Allocation in Wireless Networks Collabora-
tion(s), 4 June 2010, Avignon, France

Abstract: In distributed network settings, where nodes are not under the control of a single
administrative entity, the fulÞllment of fundamental network operations is heavily dependent on
their cooperation. Nevertheless, individual interests in combination with resource constraints
do not always encourage cooperative behavior. In this work, we focus on staticWireless Mesh
Networks (WMNs) and address the issue of selÞshness in packet forwarding. Firstly, we model
the dependencies that emerge in these networks as a result of their topology, tra"c demand
matrix, and route selection and determine the conditions for the natural emergence of collabo-
ration, without the need of (monetary) incentives. We then assess the achievable collaboration
levels, i.e., percentage of tra"c demands (ßows) that can be served thanks to the emerging
collaboration, in both synthetic and real-world WMN topologies under shortest-path routing.
Our results show that the cooperation improves when the number of ßows increases. Yet,
certain topological characteristics (marginal nodes, node degree distributions) make full co-
operation di"cult to achieve for the average case and bound it asymptotically. Finally, and
motivated by these results, we use our dependency model to drive the selection of routes in
the network. We cast the routing problem as a mixed-integer programming problem, which
tries to maximize the collaboration level in the network. Our study investigates the resulting
tradeo! among network throughput, served tra"c ßows, and routing stretch factor.
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Abstract—In distributed network settings, where nodes are not
under the control of a single administrative entity, the fulfillment
of fundamental network operations is heavily dependent on their
cooperation. Nevertheless, individual interests in combination
with resource constraints do not always encourage cooperative
behavior. In this work, we focus on static Wireless Mesh Networks
(WMNs) and address the issue of selfishness in packet forwarding.
Firstly, we model the dependencies that emerge in these networks
as a result of their topology, traffic demand matrix, and route
selection and determine the conditions for the natural emergence
of collaboration, without the need of (monetary) incentives. We
then assess the achievable collaboration levels, i.e., percentage
of traffic demands (flows) that can be served thanks to the
emerging collaboration, in both synthetic and real-world WMN
topologies under shortest-path routing. Our results show that the
cooperation improves when the number of flows increases. Yet,
certain topological characteristics (marginal nodes, node degree
distributions) make full cooperation difficult to achieve for the
average case and bound it asymptotically. Finally, and motivated
by these results, we use our dependency model to drive the
selection of routes in the network. We cast the routing problem as
a mixed-integer programming problem, which tries to maximize
the collaboration level in the network. Our study investigates
the resulting tradeoff among network throughput, served traffic
flows, and routing stretch factor.

I. INTRODUCTION

As communication devices available to individuals have
become more powerful and feature-rich, the communication
process itself has evolved towards a user-centric paradigm.
Perceived as a component of this trend, wireless mesh net-
works aim at providing a comprehensive set of services to
users. They are characterized by lack of a central authority and
offer more degrees of freedom when compared to conventional
provider-operated networks. However, wireless mesh networks
also introduce a new set of problems imposed by their de-facto
distributed nature. In particular, routing algorithms require
nodes on a route, acting as relays, to collaborate in forwarding
data. These relay nodes, driven by pragmatic considerations
(such as limited power on mobile devices), might silently drop
packets, thus disrupting in a selfish way the network service.
Even if we consider a static wireless mesh network without
any energy constraints (e.g., community network), cooperation

still cannot be taken for granted as a substantial bandwidth
share has to be allocated to others to relay their traffic.
Researchers have used game-theoretic arguments to argue

about the potential for cooperation in WMNs. Felegyhazi et
al.[1] used a model based on node dependencies to show that
the probability of obtaining a poor Nash equilibrium state
for cooperation in the network is high, if no incentive-giving
mechanisms are in place. Several protocols inspired by game
theoretic mechanisms offer monetary incentives to nodes in
exchange for their cooperation in forwarding data packets
[2], [3], [4]. Most of them adapt VCG-based self-enforcing
mechanisms to the peculiarities of wireless networks, in order
to avoid the potential wrongful signals from selfish nodes.
When acting as relays, nodes collect monetary units, which
in turn can be used to request the service of other relays for
forwarding their own data.
In our work, we take one step back with respect to these

studies, to analyze achievable cooperation when monetary
incentives are not available. Similar to the work of Felegyhazi
et al. [1], we construct a model that will let us assess the
potential for cooperation in the network. Nevertheless, we
switch from the node space to the traffic demand space; this
has been done in order to allow nodes which are sources (or
destinations) for different demands to respond individually,
on every route, to the perceived presence of non-cooperative
behavior on the routes corresponding to these demands. Our
demand dependency modeluses the fact that both ends of a
demand involved in communication are interested in packet
forwarding services provided by the relay nodes. We use this
model to introduce a metric for the achievable cooperation
under given network topology, traffic demand matrix and
routing policy.
We then go one step further than prior work in that we

actively seek to increase cooperation in the network via
routing. The routing function is formulated as a mixed-
integer optimization problem, which aims at maximizing the
dependencies among traffic flows in the network and, hence,
encourage cooperation as a natural choice. We present several
optimization models which maximize cooperation while trying
to reduce route lengths or to increase the amount of traffic that



can be routed.
The paper is structured as follows: we Þrst provide a model

of cooperation based on dependency graphs in Section II and
evaluate the cooperation levels on synthetic and real-world
topologies under shortest-path routing in Section III. We then
propose an optimization framework as a basis for the design
of cooperation friendly routing in Section IV. We consider
various alternative formulations for the routing problem,which
can increase cooperation up to 100% by rearranging the routes
in the network. We evaluate the tradeoffs introduced by this
approach in Section V. Finally, we conclude the paper by
outlining the next steps to be pursued in Section VI.

II. M ODELING COOPERATION WITHDEMAND

DEPENDENCYGRAPHS

This section formulates a criterion for packet forwarding
cooperation by looking into the dependencies data ßows create
among wireless nodes. Our explicit assumptions are that a)
nodes have global knowledge of the network topology and
available routes therein; and b) nodes cooperate during the
route discovery phase.

A. Network Model and Problem Statement

We will represent the wireless mesh network by an undi-
rected graphG = (V,E), where V is the set of nodes
and E is the set of radio links between nodes. The trafÞc
demand setK includes all pairs of trafÞc origin/destination
nodes,(sk, tk)k! K , wheresk, tk ∈ V . Each node can serve as
source/destination for one or more demands. The assumption
is that a node would not want to offer forwarding services
in the network unless it wants to send or receive data from
it. We denote byPk the set of feasible routes for demandk
(joining sk and tk) and byP = ∪k! KPk the respective set
for the full demand setK. A route proÞleis a set of paths
S ⊆ P containing exactly one routepk for each demandk:
|S ∩ Pk| = 1, (∀)k ∈ K. We consider that every demand
transports a single unit of trafÞc load. We assume that a node
does not have incentives to cooperate in serving a demand,
unless all its own demands are fulÞlled,i.e., all ßows for
which this node is either source or destination are served by
the network.

Our objective is three-fold. First of all, we want to obtain
a concise description of the dependencies that trafÞc demands
and routing generate among nodes in the network and deÞne
a metric for the cooperation level that naturally exists therein.
We treat this in the next two subsections. Secondly, we intend
to show the conditions under which conventional routing
approaches, such as the shortest path routing policy, favour
collaboration. This is covered in Section III. Note that, whereas
the trafÞc demand matrix is an exogenous factor and presented
as an input to the network, routes can be controlled and chosen
by the latter. Therefore, and this is our main objective, we
seek to Þnd and assess route proÞlesS, such that the number
of functional demands (the ones whose routes contain only
cooperating relays) is maximized. This is contrary to conven-
tional routing approaches that aim at minimizing some notion

of ÓcostÓ; therefore, we expect a penalty in terms of route
length (routing stretch factor) when compared to shortest-path
routing. We elaborate on these routing approaches in Sections
IV and V.

B. From Node Dependencies to Demand Dependency Graphs

We say that a given nodex ∈ V collaborates with a given
demand(sk, tk), k ∈ K if i) it is part of the route selected by
the demand,x ∈ pk, and, ii) it performs packet forwarding on
pk. Thus, we can say that nodessk and tk depend on node
x, once a routepk containingx has been selected by demand
k. Of course,x can also decide to be selÞsh. We hence seek
to determine under which conditions collaboration emerges
naturally because of inter-dependencies.

A route is functionalas long as it obtains the collaboration
of all the relays on the path. We will consider that the
end nodes of a demandk are dependent on (the forwarding
performed by) each of the relay nodes on the selected route
pk and, for this matter, on their cooperation.

These dependencies can be captured by thedemand de-
pendency graphthat we will consider hereafter, denoted by
Gdep. For each route proÞleS, a directed dependency graph
Gdep(S) = (K,A) is deÞned as follows: there is one node
associated with each demandk ∈ K and a directed arc
(k, k") ∈ A from demand nodek to k" exists if pathpk is
routed (in graphG) over sk′

or tk
′

or both.
Consider Figure 1(a), which shows a simple network topol-

ogy with eight nodes, through which four trafÞc demands need
to be served. The demand set isK = {k1, k2, k3, k4}, where
each demand is a tuple containing the source and destination
nodes,ki = {si, ti}, (∀)i = 1, 4. The route proÞle under
minimum-hop count routing would beS = {p1, p2, p3, p4},
wherep1 = {s2, t3}, p2 = {t4}, p3 = {s2, t4} andp4 = {s1}.
The dependency graphGdep(S) resulting from {K,S} is
depicted in Figure 1(b).

C. Conditions for Cooperation

We outline the necessary and sufÞcient conditions for col-
laboration between arbitrary demands inGdep. It follows from
Section II-B that if two demandsk1, k2 ∈ K are dependent
on each other then they will cooperate as long as none has
other, unsatisÞed dependencies. The assumption is again that
the common good is being recognized by the two demands. By
extension, we consider that if we havek1, k2, k3, . . . , kn ∈ K
such that(k1, k2), (k2, k3), . . . , (kn# 1, kn), (kn, k1) ∈ A, but
(∀)k ∈ K, (ki, k) /∈ A, ki &= k, (∀)i = 1, n, then demands
k1, k2, k3, . . . kn collaborate fully (through direct and indirect
dependencies). If the second condition is not fulÞlled and
(∃)i ∈ {1, . . . , n}, k ∈ K, k &= kj , (∀)j = 1, n such that
(ki, k) ∈ A, but this is not a part in a cycle ofGdep, then
demandk will not cooperate withki (at least one node of
pk is selÞsh). Sinceki does not obtain the desired service,
it will also decide to stop cooperating withki# 1, the non-
cooperating behavior spreading to all the demands in the
cycle. It follows that two demandsk", k"" cooperate as long
as they are part of a cycle ofGdep and every dependency
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Fig. 1. Constructing the dependency graph for a topology, a set of demands
and the corresponding routes

leaving the cycle is also included in a cycle of Gdep. For
this, we formulate the following equivalent results, noting
that overlapped dependency cycles form strongly connected
components:
Proposition 2.1: We consider k′, k′′ ∈ K, (k′, k′′) ∈ A . k′

and k′′ cooperate if and only if the following three conditions
are fulfilled simultaneously:

1. (∃)C, a cycle of Gdep, such that (k′, k′′) ∈ C;
2. (∃)Ck, a cycle of Gdep, such that (k′′, k) ∈

Ck, (∀)(k′′, k) ∈ A .
3. condition 2. applies for any demand k′′ reachable from

k′ in Gdep, recursively.

This can be reformulated as follows:
Proposition 2.2: Demands k′, k′′ ∈ K cooperate (directly

or indirectly) if and only if the following conditions are
fulfilled simultaneously:

1. k′, k′′ ∈ K are members of the same (maximal) strongly
connected component of Gdep;

2. the strongly connected component does not have any
outgoing dependencies.

To measure the collaboration level in a given network
scenario, we introduce the cooperation ratio F(G, D, S ), as
the average percentage of functional demands over various
random demand sets K of fixed size in network G under given

route policy S and demands-per-node ratio D = |K|
|V | . The

numerator of F equals the number of vertices in the demand
dependency graph that fulfill the requirements of Proposition
2.2.
The actual players remain the nodes and for cases when

the same node finds itself as either source or destination
for multiple demands, then dependencies need to be added
between these demands to ensure the cooperation between
them when needed.

III. COOPERATION LEVELS UNDER SHORTEST PATH
ROUTING

In this section, we compute the cooperation ratio in various
WMN topologies, under shortest-path routing (S ≡ SP).
We examine both synthetic and real-world WMN topologies,
varying for each case the demands-per-node ratio, D , as
measure of the traffic activity of the network nodes. Results for
F(G, D, SP ) are averages of 1000 random demand placement
rounds, with D starting from 0.25.
We first study the wireless mesh network used as backhaul

for the Rice TFA infrastructure [5], a large scale community
network composed of 21 nodes that serves areas with poor
Internet connectivity in Houston, TX, United States. Figure
2(a) plots the cooperation ratio with 95% confidence intervals.
We observe that the cooperation increases fast for small values
of D and then slower as D increases, approaching 90%. As
one would expect, as D increases, more dependencies give
rise to a denser Gdep(S), thus increasing the probability of
obtaining fewer larger strongly connected components and
decreasing the number of dependencies between them. Never-
theless, when D grows beyond some value, both the functional
and non-functional demands increase to similar extent. This
is partially an effect of marginal nodes, which have a single
link to the rest of the network. Demands from a marginal
end node have a lower probability of obtaining collaboration
since marginal nodes cannot act as relays on any route. In
other words, no other demand can have a route going through
marginal nodes under shortest-path routing and, hence, it is
not possible for those marginal nodes to give rise to demand
dependencies; dependencies can instead be generated by the
other end node of the traffic demand, unless that is also a
marginal node.
We make similar investigations for the Wray village wireless

mesh network [6] composed of 9 nodes, set up by Lancaster
University for providing Internet access to a remote rural area.
For D close to maximum, F(GWray, D, SP ) still does not
achieve 50% (Figure 2(a)). We observe in Figure 2(a), first,
that F(GWray, D, SP ) is bounded to 50% and, second, that
the rate of increase is lower than for the previous network.
Looking closely at the Wray topology, we notice that the
proportion of marginal nodes is more than three times higher
than in the Rice TFA network. This reinforces our previous
explanation on the impact of marginal nodes on collaboration.
It also appears to outweigh the impact of the network topology
density: since the Wray topology is actually much sparser than
the Rice topology and results in more overlapping flows, one
would expect more demand dependencies.
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Fig. 2. Cooperation curves for various mesh topologies as a function of D

We now turn to assessing the achievable cooperation for
synthetic network topologies. We first use geometric random
graphs with 40 nodes spread randomly on a 1000m × 1000m
square area, with radio ranges set to 175, 225 and 275m. Fi-
gure 2(b) plots F(GGRG,D, SP ) for each of these ranges. An
increased transmission range decreases the number of marginal
nodes and decreases the expected route length, resulting in a
decreasing probability of encountering a non-cooperative node.
This gives better chances, even to demands with a marginal
end node, to find useful dependencies. For each radio range,
results are shown for one geometric random graph, but we
obtain similar results for other instances of geometric random
graphs.

Eventually, we consider four topologies without marginal
nodes, which we will also use in Section V for the evaluation
of our optimized routing approach. These are three geometric
random graph topologies (with 16 nodes spread randomly over
a 1000m × 1000m area and radio ranges of 300m, 400m and
500m, respectively) and a 4×4 grid topology (i.e., 16 nodes).
We observe that a similar asymptotic behavior is obtained
even without marginal nodes (Figure 2(c)). We conclude that
marginal nodes are not solely responsible for this asymptotic
behavior. The explanation is that the increased average node
degree, resulting from the increasing transmission ranges,
leads to shorter routes. Since a lower number of relays is
required, the cooperation increases. However, it also leads to
an increased number of possible paths for each demand (i.e.,
many shortest-path with same weight), thus decreasing the
probability that routes will intersect in a way that leads to
a better connected Gdep(S). It is reasonable to believe that
the interplay of these two factors ultimately dictates the level
of achieved collaboration. We plan to examine analytically
the effect of connectivity graph density and node degree
distribution in future work.

IV. COOPERATION-FRIENDLY ROUTING AS AN

OPTIMIZATION PROBLEM

Having developed the demand dependency model in Sec-
tion II as the starting point, we now look into cooperation-
friendly routing as a mixed integer optimization problem
(MIP). The objective is to maximize cooperation, even at the
expense of reasonable route lengths, in a way that satisfies
most demands and increases the overall network throughput.
The optimization problem formulations presented in the next
paragraph minimize the aggregate route length, maximize the
routable throughput (both while enforcing full cooperation) or
maximize cooperation even in the presence of marginal nodes.

A. A First Model of Full Collaboration

For routing purposes we define Gd = ( V,Ed), where
Ed is the set of arcs obtained by the bidirection of every
edge in E. For each routing solution, we have a directed
dependency graph Gdep(S) = ( K,A). As a first approach to
the problem, we aim to find S such that Gdep(S) is complete
(fully meshed). To model this problem as MIP, we define the
following variables: the binary routing variable rk

ij ∈ {0, 1} is



equal to 1 iff the demand k is routed on the edge {i, j } ∈ E
from i to j (in other words, the arc (i, j ) belongs to the
uniquely selected path from sk to tk). Similarly, the binary
variable yk

i ∈ {0, 1} is equal to 1 iff the node i also belongs
to the same path. The problem we consider can be modeled
as follows:

∑
i∈V −(!)

r k
i! −

∑
j∈V +(!)

r k
!j = 0, k ∈ K, ! ∈ V k (1)

∑
j∈V +(sk)

r k
skj

= 1, k ∈ K (2)

∑
i∈V −(tk)

r k
itk = 1, k ∈ K (3)

∑
j∈V +(!)

r k
!j = yk

! , k ∈ K, ! ∈ V k (4)

∑
i∈V −(!)

r k
i! = yk

! , k ∈ K, ! ∈ V k (5)

yk
sk = yk

tk = 1, k ∈ K (6)

yk
sk′ + yk

tk′ ≥ 1, k, k ′ ∈ K (7)

r k
ij , yk

i ∈ {0, 1}, (i, j ) ∈ Ed, k ∈ K (8)

for all k, k ′ ∈ K , ! ∈ V k, (i, j ) ∈ Ed, where V−(! ) = {i ∈
V : (i, ! ) ∈ Ed}, V +(! ) = {j ∈ V : (!, j ) ∈ Ed}, V k =
V \ {sk, tk}. The constraints (1), (2), (3) build a valid path
between sk and tk for each k ∈ K . Constraints (4), (5) relate
the variables defining the paths with arcs with the variables
defining the paths with nodes. Constraints (6) simply enforce
the use of origin and destination nodes in each demands path.
Finally, constraints (7) are the main design variables imposing
that the route for demand k should be routed through the origin
or the destination of demand k′ (or both). To discriminate
among a potentially large number of solutions, we include an
objective function aiming at global route length reduction:

min
∑

a∈Ed

∑

k∈K

r k
a (9)

If one wishes to impose specific path lengths restrictions
on certain (or all) paths, the following additional constraints
should be included in the model:

∑

a∈Ed

r k
a ≤ Lk, k ∈ K (10)

where Lk is the imposed upper bound on the length of chosen
path pk. Note that this model is the most restrictive. It imposes
direct dependencies between all demands, which may result in
long routes.

B. Eliminating Model Limitations

We now relax the restrictive requirement for completeness
of Gdep(S). To obtain a strongly connected Gdep(S), in line

with Proposition 2.2, we introduce additional variables xkk′

∈
{0, 1}, xkk′

= 1 iff (k, k ′) ∈ A . These new variables are
linked to the previous ones by the following constraints:

xkk′

≥ yk
sk′ , k, k ′ ∈ K (11)

xkk′

≥ yk
tk′ , k, k ′ ∈ K (12)

xkk′

≤ yk
sk′ + yk

tk′ , k, k ′ ∈ K (13)

They state that demand k is routed over the origin or the
destination of demand k′ iff (k, k ′) ∈ A . To enforce the strong
connectivity of the dependency graph Gdep(S), we require this
graph to contain at least one arc in each set "+(Z ) (outgoing
dependencies from demands in Z ) and "−(Z ) (dependencies
pointing to demands in Z ) for each non-empty set Z ⊂ K :

∑

a∈δ+(Z)

xa ≥ 1, Z ⊂ K, Z &= ∅ (14)

∑

a∈δ−(Z)

xa ≥ 1, Z ⊂ K, Z &= ∅ (15)

Of course, there is an exponential number of such constraints,
but violated connectivity constraints are separated in polyno-
mial time and iteratively introduced in the model.

Observe that the objective tends to limit the length of paths
whereas the strong connectedness of Gdep(S) on the other
hand, tends to increase the length of certain paths. As a result,
the optimization can return routes, which are not simple any
more and contain cycles separated from the actual established
route. To remove such unwanted cycles, it is necessary to
introduce additional constraints. Assuming that at a given step
the optimal routing for demand k ∈ K contains a cycle in the
subset X ⊂ V of vertices, X ∩ {sk, tk} = ∅, the following
constraint remove cycles routed on each of the vertices of X :

∑

a∈A(X)

r k
a ≤ |X |− 1, X ⊂ V (16)

where A(X ) ⊆ Ed is the subset of arcs induced by X . Note
that again there is an exponential number of such constraints,
but the violated ones can be separated in polynomial time.

Full collaboration can also result if Gdep(S) is partitioned
into strongly connected components without dependencies
between them (necessary and sufficient condition from Propo-
sition 2.2). Our optimization achieves strongly connected
Gdep(S), where possible, i.e., a stronger (sufficient) condition
that may result in slightly longer routes. Therefore, running
the associated MIP optimization returns an upper bound of
total route length. We plan to investigate the applicability of
this model at local level in future work.

C. Adding Capacities to the Model

The optimization presented in Section IV-B only requires
that flows are functional. This means that an arbitrarily cho-
sen route will be able to transport data, abstracting away
throughput requirements that demands may have. While the
objective of minimizing overall route length is useful, we are
in fact interested in maximizing the throughput of flows in
the network, while preserving fairness as much as possible.
To address this issue, we are using a modified version of this
optimization, based on the MCF (Maximum Concurrent Flow)
model.

We consider fixed throughput demands dk > 0, (∀)k ∈ K
and edge capacities Ce, (∀)e ∈ E for each ratio link. Given
the edge capacities, demand throughputs, and the requirement
that the chosen routes S should create a strongly connected



Gdep(S), it may be that the network is not able to support
the requested throughputs. We therefore set our objective as
determining the maximum fraction ! ∈ [0, 1] such that ! ×
dk units of each demand can be routed in the graph without
exceeding any edge capacity, while observing the constraints
mentioned above. The following constraints need to be added
in consideration of this fact:

! ×
∑

k! K

dk × (r k
ij + r k

ji) ≤ Ce, (∀)e∈ E (17)

where i and j are the two ends of edge e. In implementation,
in order to shorten the computation time, we use the following
equivalent constraint where we minimize µ:

∑

k! K

dk × (r k
ij + r k

ji) ≤ µCe, (∀)e∈ E (18)

Finally, our problem can be completely modelled by the
following:
max {! : (1), (2), (3), (4), (5), (6), (11), (12), (13), (14), (15),
(16), (17)}.

D. Maximizing the Number of Functional Demands

Sometimes it is not possible to achieve a solution where
all the demands are functional. This happens for instance
when both ends of a flow are assigned to marginal nodes.
For connectivity graphs G where these situations arise, the
model in Section IV-B is not able to maximize the number of
functional demands and returns no solution, since it requires
that all of them are functional. To make our model robust
to such cases, it is necessary to introduce additional variables
tk ∈ {0, 1}, (∀)k ∈ K , where tk is 1 if demand k is functional
and 0 otherwise. Equations (2), (3), (6) have to be modified
accordingly:

∑
j! V +(sk )

r k
sk j

= tk, k ∈ K (19)

∑
i! V ! (tk )

r k
itk = tk, k ∈ K (20)

yk
sk = yk

tk = tk, k ∈ K (21)

for every k ∈ K . The objective is also adjusted and aims at
maximizing the number of functional routes:

max
∑

k! K

tk (22)

Once completed, a preliminary optimization run provides us
with the set of demands that cannot be routed. However, route
lengths are not being minimized by this model. It is therefore
necessary to run afterwards the optimization presented in
Section IV-B on the same connectivity graph, but by removing
the unroutable demands from the initial demand set. By
modifying our initial model we obtain an optimization that
maximizes the number of functional demands, while keeping
the associated routes’ size at a minimum.

TABLE I
FRACTION OF FUNCTIONAL DEMANDS FOR EACH ROUTE LENGTH – 4 × 4

GRID NETWORK

Route length Fraction functional demands

2 0.72
3 0.66
4 0.60
5 0.48
6 0.14

V. NUMERICAL RESULTS

This section presents results from the previous optimization
models on various networks. The aim is to offer an assessment
of how well is the shortest path approach behaving and what
are the performance tradeoffs introduced by our cooperation
criterion. The results have been obtained using FICO Xpress
Optimization Suite [7].

A. Route Stretch

We now show representative numerical results for the opti-
mization problem formulated in Section IV-B. The objective
therein was the minimization of aggregate route length, while
achieving full cooperation. Better cooperation implies on aver-
age longer paths and we therefore study the tradeoff between
path lengths and cooperation on selected topologies.

For low demands/nodes ratio D , F(G, D, SP ) tends to
be also small, regardless of the actual topology G and that
is why our study focuses on low demands/nodes ratios. All
the provided figures are averaged over 100 random multi-hop
demands, such that every node is either source or destination
(but not both) for exactly one demand.

We first choose a 4× 4 grid topology with 8 demands. The
average cooperation ratio reaches 65% without optimization,
which is quite high when compared to complete random as-
signments. This can be attributed to the absence of inactive and
marginal nodes. The average route length for each demand,
whether the simulation links it to a functional route or not, is
3.05; it becomes 2.91, if measured only for functional paths.
Table I shows that, as expected, the longer routes are less
likely to be functional.

By applying the optimization on the same set of randomly
generated demands, the average route length increases to
4.88. Therefore, an increase by a factor of at most 1.67 (for
functional routes) is required to raise the cooperation ratio
from 65% to 100%. Quite intuitively, for demand profiles with
poor cooperation, the paths need to be lengthened more to
obtain full cooperation and vice-versa.

We then consider the same random geometric connected
topologies without marginal nodes from Section III. For radio
ranges of 300, 400 and 500, the cooperation ratios are 37%,
35.5% and 45.25%, respectively, under shortest path routing.
The edges/nodes ratios for these graphs are 1.93, 3.43 and
3.06, respectively.

The average route lengths of functional demands for the
three networks are 2.51, 2.03 and 2.24, respectively. In order
to achieve full cooperation, the average paths need to be



lengthened to at most, 5.61, 4.72 and 4.67, respectively. This
means an increase by a factor of at most 2.23, 2.32 and 2.08
in the average path length of the networks.

B. Impact of Cooperation on Demand Throughputs

Our model for optimizing cooperation increases route
lengths and is therefore expected to reduce the demands’
throughputs. This is in fact the price that has to be paid in
exchange for full cooperation in the network. Based on the
model proposed in Section IV-C, we now evaluate the per-
formance penalty stemming from our cooperation-maximizing
approach.

There are two factors which contribute to a drop in perfor-
mance, namely: i) increase in intra-flow and inter-flow inter-
ference and ii) partially overlapping routes. Since evaluating
factors in i) goes outside the scope of the current exploration,
we study solely the influence of overlapping routes. For this,
we use a 4 × 4 grid topology as before, with 8 randomly
selected demands whose end nodes are always distinct, such
that a node is either source or destination for exactly one
demand. We assign a capacity of 10 units to all edges,
and set the throughput of all the 8 demands to 1, 2 and 4
units, analyzing for each case ! (over 15 random demand
placements). The reason for choosing these values for demand
throughputs is that routes will be anyway affected by intra-flow
interference and, since the large majority of them will have
anyway a route length of at least three hops, the throughput
cannot exceed 10

3 in any case for these routes.

Running the optimization presented in Section IV-C, we
obtain ! = 1 for all the optimization rounds where demand
throughputs were set to 1 and 2, which means that the entire
traffic can be routed without performance penalties in these
cases. In other words, the network is able to transport the
data as requested, under the stated assumptions. When the
demand throughput is set to 4, in 40% of the cases we obtain
! = 0.83, while for the remaining 60% ! = 1. This means that
in 40% of the cases, the throughputs set by demands cannot be
sustained by the network and that each of them is to be reduced
by approximately 17%. It also implies that the edge with the
maximum number of overlapping routes (number denoted by
Nmax) is crossed by 2 demands in 60% of the cases (Nmax =
2) and 3 demands in 40% of the cases (Nmax = 3). It is only
after setting demand throughputs to 6 that ! remains below 1
for all the random rounds. By analyzing the data, we obtain
that for most of the demand placements Nmax = 2, while for
a smaller fraction of cases Nmax = 3. These results point to
the fact that demand overlapping remains moderate.

C. Wray Topology: Maximizing the Number of Functional

Demands

As we have seen previously, the cooperation on the Wray
topology is relatively low (smaller number of functional de-
mands relative to other topologies), when we use shortest path
routing. This happens partly because this topology is similar
to a tree, containing a single cycle and a larger number of
marginal nodes.
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Fig. 3. Cooperation curves for the Wray village topology

Our exploration will be using the optimization model pre-
sented in Section IV-D, which minimizes the number of
non-functional demands. We aim at understanding how far
from optimal were the simulation results based on shortest-
path routing and, in general, what is the improvement that
the aforementioned optimization model can achieve, thereby
characterizing how much cooperation are networks of this type
able to support.
We let demands/nodes ratio D vary between 1

3 and 1, while
observing the resulting cooperation ratio F(GWray, D, So),
where So is the route placement policy resulting from our
optimization model. For each D , 100 random demand place-
ments are created and the corresponding optimization is run.
Therefore, the results presented in Figure 3 are the average
of 100 random rounds. When the optimized and unoptimized
results (Figure 2(a)) are compared, it can be noticed that
the optimized routing offers a much better cooperation ratio,
but the improvement tends to be smaller as more and more
demands are added to the network. It can be concluded that
shortest path routing keeps cooperation to low levels when
applied to sparse topologies, such as Wray.

VI. CONCLUSION AND FUTURE WORK

In our work, we extend the study of Felegyhazi et al.[1],
where authors argue that cooperation in wireless mesh net-
works remains low unless an incentive scheme is introduced
(using, for instance, virtual currencies). Nevertheless, by ta-
king a different approach we elaborate on a number of ques-
tions associated with the assessment of the level of achievable
cooperation when monetary incentives are not present.
As a first contribution, we formalize the implicit depen-

dencies among network nodes, generated by given route pro-
files and traffic matrices. We have derived a graph theoretic
criterion for identifying the sets of mutually collaborating
nodes, which we have then used in assessing the achievable
collaboration for both synthetic (lattice and geometric random
graphs) and real-world WMN topologies (Rice TFA, Wray



village) under shortest-path routing. We first address the
question of how much collaboration can emerge in the network
when incentive schemes are absent and how is it affected
by the network topology, routing policy, and traffic demand
matrix. Our results show that uniformly spread, higher density
traffic fosters cooperation. Yet, the achievable cooperation
is ultimately bounded by the routing policy and topological
characteristics (marginal nodes, node degree distribution).
In the second part we analyze the problem in a more

constructive manner, by examining the question of how could

the achieved cooperation be improved. In this work, we have
realized this by modifying the routing policy such that coope-
ration is maximized. We first propose an optimization method
for obtaining a minimal length route profile that achieves full
cooperation, where possible. We then extend this model to
account for unroutable demands and present an optimization
model based on MCF which shows that although routes are
longer when full cooperation is obtained, their overlapping
remains within reasonable limits.
Numerical results for cooperation-friendly routing policies

emphasize a number of related tradeoffs. In particular, to
compensate for the selfishness of some nodes, the routes
need to be lengthened. Moreover, routes are less disjoint
and contention on network resources increases. In this paper
we have only analyzed the route overlap, but assessing the
additional interference introduced by the cooperation criterion
is also very relevant to this exploration. We therefore plan
to incorporate interference in our models, which would then
give a complete image of the tradeoffs involved. One way
to achieve this would be by extending problem formulations
in Section IV while drawing on previous studies regarding
interference [8].
Future work will also investigate analytically dynamic de-

mand profiles, where demand profiles may vary over time, and
consider the requirements that arise when adding throughput
constraints.
Finally, on a more practical level, we would like to ad-

dress the problem of a distributed algorithm appropriate for
cooperation-maximizing routing.

ACKNOWLEDGMENT

The work presented in this paper is supported by the
European Commission, under Grant No. FP7-224619 (the
ResumeNet project).

REFERENCES

[1] M. Felegyhazi, L. Buttyan, and J.-P. Hubaux, “Nash Equilibria of Packet
Forwarding Strategies in Wireless Ad Hoc Networks,” IEEE Transactions
on Mobile Computing, vol. 5, no. 5, pp. 463–476, 2006.

[2] L. Anderegg and S. Eidenbenz, “Ad hoc-VCG: a truthful and cost-
efficient routing protocol for mobile ad hoc networks with selfish agents,”
in MobiCom ’03: Proceedings of the 9th annual international conference
on Mobile computing and networking. New York, NY, USA: ACM,
2003, pp. 245–259.

[3] S. Zhong, L. E. Li, Y. G. Liu, and Y. R. Yang, “On designing incentive-
compatible routing and forwarding protocols in wireless ad-hoc networks:
an integrated approach using game theoretical and cryptographic tech-
niques,” in MobiCom ’05: Proceedings of the 11th annual international
conference on Mobile computing and networking. New York, NY, USA:
ACM, 2005, pp. 117–131.

[4] X.-Y. Li, Y. Wu, P. Xu, G. Chen, and M. Li, “Hidden information
and actions in multi-hop wireless ad hoc networks,” in MobiHoc ’08:
Proceedings of the 9th ACM international symposium on Mobile ad hoc
networking and computing. New York, NY, USA: ACM, 2008, pp.
283–292.

[5] “ Rice TFA Wireles Network ,” http://tfa.rice.edu/.
[6] J. Ishmael, S. Bury, D. Pezaros, and N. Race, “Deploying Rural Commu-

nity Wireless Mesh Networks,” IEEE Internet Computing, vol. 12, no. 4,
pp. 22–29, 2008.

[7] “ FICO Xpress ,” http://www.fico.com/.
[8] K. Jain, J. Padhye, V. N. Padmanabhan, and L. Qiu, “Impact of interfer-

ence on multi-hop wireless network performance,” Wirel. Netw., vol. 11,
no. 4, pp. 471–487, 2005.



Deliverable D4.2a ResumeNet

B Content Dissemination in Opportunistic Networks

M. Sch¬oller (NEC), P. Smith (Lan), C. Rohner (UU), M. Karaliopoulos (ETHZ), A. Jabbar
(KU), J.P.G. Sterbenz (KU), and D. Hutchison (Lan),On realising a strategy for resilience in
opportunistic networks, Future Network and Mobile Summit, Florence, Italy, June 16-18, 2010

Abstract: Because of our increased dependence on communication networks, resilience will
need to be a fundamental property of the future Internet. We dene resilience as the ability
of a network to provide an acceptable level of service in light of various challenges, such as
episodic connectivity or malicious actors. There have been many helpful point solutions to
improve resilience in the Internet, but we argue a systematic approach is necessary to make
resilience the rst class citizen of the future Internet it needs to be.

In this paper, we describe a general strategy for systematically embodying resilience in
networks, called D2 R2 + DR. The strategy describes a real-time control loop to allow dynamic
adaptation of a networked system in response to challenges, and an o!-line loop that aims
to improve the performance of the network (the real-time loop) via a process of reection.
We demonstrate using an opportunistic networking scenario the application of the strategy,
showing how it can be used to address the challenge of selsh nodes. We briey describe our
approach to quantifying resilience, and its use in our scenario. Finally, we show initial results
from emulation that indicate that adapting forwarding behaviour in response to selsh nodes
can improve message delivery in opportunistic networks.

18 out of 25



Future Network and MobileSummit 2010 Conference Proceedings
Paul Cunningham and Miriam Cunningham (Eds)
IIMC International Information Management Corporation, 2010
ISBN: 978-1-905824-18-2978-1-905824-16-8

On Realising a Strategy for Resilience in
Opportunistic Networks
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Abstract: Because of our increased dependence on communication networks, re-
silience needs to be a fundamental property of the future Internet. We define resilience
as the ability of a network to provide an acceptable level of service in the light of var-
ious challenges, such as episodic connectivity or malicious actors. There have been
many helpful point solutions to improve resilience in the Internet, yet a systematic
approach is necessary to make resilience a first class citizen of the future Internet.
In this paper, we apply our general resilience strategy, called D2R2 + DR, to an op-
portunistic networking scenario, showing how it can be used to address the challenge
of selfish nodes. The strategy describes a real-time control loop to allow dynamic
adaptation of the networked system in response to challenges, and an off-line loop
that aims to improve the performance of the network via a process of reflection. We
briefly describe our approach to quantifying resilience, and its use in our scenario.
Initial simulation results indicate the promise of our approach.

Keywords: Opportunistic networks, resilience, survivability, DTN

1. Introduction
Society increasingly depends on networks in general and the Internet in particular for
many aspects of our daily lives. Consumers use the Internet to access information,
obtain products and services, manage finances, and communicate. Business entities use
the Internet to conduct business with their customers and with one another. Nations
rely on the Internet to conduct government affairs, deliver services to their citizens,
and, to some extent, manage homeland security and conduct military operations. As
its reach and scope continue to extend, the Internet increasingly subsumes services
previously implemented on separate networks.

With this increasing dependence on the Internet and the integration of services
within it, the disruption of networked services may lead to severe consequences. Lives
of individuals, the economic viability of businesses and organizations, and the security
of nations are directly linked to the resilience, survivability, and dependability of data
networks. Unfortunately, the increased sophistication and interdependence of services
render the Internet more vulnerable to industrial espionage, information warfare, and
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cyber-crime in general. In parallel, its expansion to the mobile wireless domain exposes
the network to the challenges of error-prone links and intermittent network connectivity,
raising additional concerns with respect to its robustness and scalability.

The Internet community realised those challenges early, and in many cases has re-
sponded to them with resounding success. After all, the very Þrst design choice of
datagram routing and maximum ßexibility in route retrieval was motivated exactly by
the need for high network robustness. Mechanisms such as optical ring restoration, for
example, have further signiÞed the attempts to strengthen the network operation tol-
erance to failures. Nevertheless, there is consensus in the community that the majority
of the previous, clearly valuable, e!orts have largely been done in isolation rather than
as part of an overall systematic approach.

In this paper, we outline an approach to network resilience, based on a general re-
silience strategy being investigated as part of the EU-funded ResumeNet project [1].
We deÞne network resilience as the ability of the network to provide and maintain an
acceptable level of service in the face of various faults and challenges to normal opera-
tion [2]; e!ectively, resilience can be viewed as a superset of commonly used deÞnitions
for survivability, dependability, and fault tolerance. The strategy describes a real-time
control loop to allow dynamic adaptation of a networked system in response to chal-
lenges, and an o!-line control loop that aims to improve the performance of the network
(including the real-time loop) via a process of reßection.

We apply this general resilience strategy to an opportunistic networking scenario,
and attempt to illustrate its value. In addition to the application of the strategy to
opportunistic networks, we have previously demonstrated its general utility when con-
sidering problems of resilience in other contexts, for example, to mitigate the e!ects
of ßash crowd events [3] or for weather disruption in millimeter wave wireless mesh
networks [4]. Here, however, we show how our opportunistic transport protocol im-
plementation Þts into the overall strategy, following the two control loops. These two
control loops are triggered by the introduction of an additional challenge to the simu-
lation scenario, namely malicious nodes that do not behave according to the transport
service speciÞcation, by not forwarding data. We have inserted this challenge into our
simulation environment together with mechanisms that aim to allow the system to
maintain an acceptable level of service. In the evaluation section we assess the impact
of such malicious nodes, as well as the success of our potential remedy, including its
costs.

This paper is organized as follows. Our general resilience strategy is described in
Section 2. This strategy is investigated within the study case on opportunistic network-
ing in Section 3. Thereafter, the experimentation results derived by our opportunistic
networking emulator are presented in Section 4. Our conclusions and an outlook to
future work close the paper in Section 5.

2. A General Strategy for Network Resilience – D2R2 + DR
Our research is based on a general strategy for multi-level network resilience, called
D2R2 + DR [2]. The strategy involves two nested control loops. The inner loop is a
real-time adaptation control loop consisting of the Defence, Detection, Remediation,
and Recovery stages. The outer loop contains the stages of Diagnosis and ReÞnement.
This strategy was developed by the ResiliNets Initiative [5] and is partly based on a
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number of previous strategies, including ANSA [6], CMU-CERT [7], and SUMOWIN [8]
It is common practice to protect networked systems by providing defensive measures.

With respect to resilience, two lines ofdefence can be drawn. The Þrst line attempts
to prevent challenges from a!ecting the system, e.g. Þrewalls. A second line of defence
aims to limit erroneous behaviour within a service and tries to prevent failures propa-
gating to other services or to the application. However, since it is impossible to forecast
all potential challenges and discover every system fault, defensive measures alone are
not su"cient to build a resilient network. Therefore, detection mechanisms must be
put in place to identify deviations from the speciÞed operational service. The (optimal)
result of the detection stage is an informed report about a detected challenge. Based on
this report the remediation stage applies a resilience strategy in order to maintain the
desired level of delivered service, despite the adverse operational condition; or at least
it will provide a graceful degradation of the a!ected service. As soon as the challenge
ceases, the activated remediation mechanisms should be discontinued in order to free
the resources they consume. We call this deactivationrecovery.

The outer control loop deals with the long-term improvement of the system. The
idea is to assess how successful the real-time control loop was in ensuring network
resilience through the various stages outlined above. This is done in thediagnosis
stage. In the refinement stage, the system is improved in response to the outcome of
diagnosis, and also includes, for example, reporting to the operator about challenges
that cannot be mitigated with the installed resilience mechanisms.

The general strategy abstracts many of the complexities of building resilient net-
worked systems, such as the need for a distributed monitoring system. Many of these
complexities are speciÞc to the deployment environment, such as the opportunistic
networking scenario presented here. The next section presents details of the system
enhancements we have developed for our simulator, in which these control loops are
implemented, and we then present the simulation results.

3. Resilience for Opportunistic Networks

We now describe the application of our resilience strategy to an opportunistic network-
ing scenario. Access to the worldÕs networks has become a commodity in a large number
of countries, where infrastructure, such as optical Þbres, is readily available. However,
there are vast regions, often remote, sparsely populated, and with a relatively poor
economic base, where the deployment of constant connectivity is not a viable option.
Projects like N4C [9] or ZebraNet [10] aim to provide basic e-mail and (cached) Web
access to such remote areas using opportunistic networks.

3.1 Service Specification of a Store-Carry-Forward Transport
In opportunistic networks, typically mobile nodes store, carry, and forward messages
when they encounter other nodes, using short- range communication. A store-carry-
forward (SCF) transport service [8] allows the ßow of data in the network despite the
absence of end-to-end paths. Data instead travels overspace-time paths, comprised of
sets of links that become available in di!erent time instants in the network. Node
mobility is thus important for data dissemination; it creates contact opportunities be-
tween di!erent nodes and allows nodes physically to transport data to areas where no
connectivity might be available.
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A misbehaving node may break this service specification by not forwarding data
when a space-time path exists. It is important to note that this service specification
assumes unlimited storage capacity. The results presented below are also based on
this assumption. We are currently working on incorporating node buffer limitations
in the simulator to reflect a more realistic opportunistic network. However, this also
introduces complications, which we detail in Section 5. pointing to our future work.

3.2 Realising theD2R2 + DR Strategy

Based on the resilience strategy described in Section 2., we now illustrate how the
opportunistic network can be enhanced to cope with misbehaving nodes. An evaluation
of this implementation is provided in the subsequent section. Our overall strategy
for mitigating misbehaving nodes is depicted in Figure 1. In summary, we start by
understanding the potential capabilities of the network, e.g. in terms of delivery ratio,
delay, and number of replicas related to various proposed data forwarding schemes. We
do this with the help of simulations and analytical modelling. If we detect a deviation
from the expected behavior because of misbehaving nodes, we remediate by adapting the
configuration of the store-carry-forward (SCF) transport mechanism. A more detailed
description of the realisation of the strategy is as follows.

SCF-
Transport

Store copy counters 

of previous 
communication

Adapt SCF-
configuration

Reference 
values from 
simulation

Delivered
service

DefenceRemediation/
Recovery

Detection

Figure 1: Control loop steering the transport protocol

Defence A network for opportunistic communication using a SCF transport service has
inherent defence against the challenge of episodic connectivity. The mobility of
nodes gives rise to a diversity of space-time paths. Depending on how aggressive
a data forwarding scheme is, the network can exploit all or part of it, at the
expense of resource consumption. Epidemic forwarding, for example, makes use
of all possible space-time paths in the network and achieves minimum message
transfer delay; yet, it generates a very high number of message replicas in the
network. Two-hop forwarding, on the other hand, exploits only part of this diver-
sity, limiting the length of feasible space-time paths to two hops [11]. This same
diversity can be the counter-measure against misbehaving nodes, whether selfish
or malicious, which fail to contribute to the transport service. Likewise, the net-
work defence against selfish behaviours could be strengthened by implementing
game-theoretic mechanisms with or without money to promote or enforce node
cooperation. An example of a mechanism without money is given in [12]; a similar
approach is being developed in the ResumeNet project.

Detection The implementation of challenge detection mechanisms is one of the most
difficult parts in an opportunistic network, precisely because of their intermittent
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connectivity. To detect the presence of misbehaving (or unhelpful) nodes, sources
would need to maintain a history of the nodes that participated in the delivery of a
message. In turn, receiver nodes should maintain a list of nodes they have seen and
nodes that successfully delivered a message to them. Then the sender and receiver
nodes would need to exchange their state, either upon a direct contact or during an
off-line period, e.g., when the devices are attached to some infrastructure. Using
that information, the sender could deduce which nodes cooperated in forwarding
a given message, and which did not; and out of them, which nodes did so because
they never saw the receiver, and which ones chose not to transmit the message.

Extensions of this algorithm include nodes sharing their local knowledge about
the utility of various nodes – by disseminating information about unhelpful nodes
and those that are useful for certain destinations. The utility of this algorithm in
different forwarding scenarios and the effect of various parameters of the algorithm
on its utility (e.g. the amount of state to maintain) require further investigation.

Remediation If a node detects the presence of misbehaving nodes, it adapts the SCF
transport service configuration to enable a more aggressive forwarding mechanism.
For example, it could shift from two-hop to epidemic forwarding. Effectively, in
this way, it restores some or all of the space-time diversity that is lost due to the
existence of misbehaving nodes.

Recovery The use of epidemic forwarding as a remedy against misbehaving nodes brings
the associated cost of increased energy consumption and buffer utilisation at the
network nodes (see Section 4. for details). Therefore, the SCF transport ser-
vice should recover to its normal operation using two-hop forwarding as soon as
the malicious nodes have disappeared from the system. This requires additional
detection capabilities, which are currently under further investigation.

Diagnosis The diagnosis step includes the understanding of the impact of node misbe-
haviours on the network performance and the ability of the remediation solution
to cope with it. For example, when the remediation is implemented via use of
the epidemic forwarding scheme, all data can be forwarded to its destination and
the delivery delay is decreased. However, the diagnosis also reveals the high costs
that this forwarding scheme places on the system.

Refinement Based on the diagnosis step, measures for better balancing between the
resource usage of the scheme and the achievable end-user performance can be
designed. An ageing mechanism for efficiently managing the node forwarding
storage is such an example. Messages older than a certain threshold will be
deleted from the store. The results of this measure are also shown below.

3.3 Resilience Metrics for Opportunistic Networking
One of the difficult tasks is the quantitative characterisation of resilience in order to
evaluate the efficacy of architectures and developed mechanisms. This is an especially
hard problem because of the numerous ’levels’ within networks and the interaction
between these levels. Given our multi-level resilience approach, we are developing a
framework that enables resilience evaluation at any arbitrary level. First, we define a
service at any given layer boundary. We then quantify the resilience of the network at
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this boundary using a two-dimensional state-space model [13]. Along one dimension,
we characterise the service at a given layer boundary using the metrics that are desired
from such a service (e.g. storage size). Along the other dimension, metrics that define
the operational state at the layer boundary (i.e. metrics that affect those defined in the
service dimension) are specified (e.g. data delivery ratio). Finally, we quantify resilience
as a measure of service degradation in the presence of challenges (perturbations) to the
operational state of the network.

Na
c
c
e

p
ta

b
le

u
n
a
c
c
e
p
ta

b
le

Normal
operation

Degraded
operation

C

EA

D
a
ta

 d
e
liv

e
ry

 r
a
ti
o

Node storage

Figure 2: Resilience metric state space

In Figure 2, this approach is depicted for our opportunistic networking scenario.
The system’s normal operation (N) is affected by the presence of misbehaving nodes,

which degrade the provided service (C). Applying epidemic forwarding as a remedy
allows the system to deliver the desired service again, but at an increased cost (E).
Introducing ageing during the refinement phase improves the system to maintain the
specified service, while reducing the cost again (A). Finally, recovery brings the system
back into its normal mode of operation (N).

4. Evaluation

We sketch an opportunistic network scenario to evaluate the proposed resilience strat-
egy. The experimental results are obtained with the Haggle experimentation archi-
tecture [14] running on 20 (virtual) nodes with controlled connectivity. Connectivity
between two nodes follows a two state Markov model with typical average contact
time and average inter-contact time of 30 seconds and 150 seconds respectively. This
topology avoids large connected clusters but still gives enough contact opportunities to
exchange data. The nodes generate data every 2 seconds with a random destination
among the 20 nodes. Our emulator offers the possibility of dynamically changing the
forwarding strategy and resource management policies, for example to age out data
carried for a long time. We use the two-hop forwarding scheme [11] with no data ageing
as the default configuration (as normal operation).

Our experiment considers four operational states: normal operation with all nodes
using the two-hop forwarding strategy, challenged operation with 8 out of the 20 nodes
refusing to forward data of other nodes, as an expression of selfish behaviour. Assuming
perfect detection, we pass into the, third, remediation phase by activating epidemic
forwarding on the remaining co-operating nodes. Finally, we enter the refinement phase
by periodically ageing data based on the time they stay in a node’s data buffer; thus, we
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compensate for the additional redundancy introduced by epidemic forwarding. For our
evaluation we consider the amount of data received at the destination, the end-to-end
delay for all received data, and the amount of data in the buffer of a co-operating node,
measured over a period of 90 seconds. The results are summarized in Table 1.

scenario delivered data end-to-end delay buffer
normal (N) 227 37 s 127
challenged (C) 134 (! 41%) 31 s (! 16%) n/a
remediation (E) 226 (± 0%) 18 s (! 51%) 942 (+642%)
reÞnement (A) 246 (+8%) 17 s (! 54%) 177 (+39%)

Table 1: Evaluation results.

Selfish behaviour of 8 out of the 20 nodes reduces the number of delivered data
significantly to 59% of the data delivered during normal operation. The end-to-end
delay of delivered data is reduced by a few seconds, because data with a longer delivery
time in normal operation is not delivered at all in challenged operation and thus does not
contribute to the result. By using epidemic forwarding as a remediation mechanism,
the co-operating nodes compensate for the impact of selfish nodes, achieving almost
the same delivery of data as in normal operation. Furthermore, end-to-end delay of
the delivered data is much smaller because the restriction for redundancy of two-hop
forwarding no longer applies, but data may reach the destination over longer space-time
paths. However, because redundancy is no longer restricted, the amount of data on the
inspected node increases dramatically from 127 units during normal operation to 942
during the remediation phase. The refinement process takes account of that aspect by
ageing data that was stored on a node for more than 45 seconds. As a result, the stored
data is reduced to 177 units, which is again close to the normal operation. End-to-end
delay was not affected, while the number of delivered messages actually improves.

This latter aspect is explained as follows: our emulation software ranks - in order
of importance – the data to be transferred to another node, and transfers only some
of the data to help limit congestion. Also, the longer data is in the buffer of a node,
the higher the likelihood that it already has been delivered to the destination by other
nodes. By ageing older data, we thus give priority to the transfer of newer data.

5. Conclusion

In this paper, we have argued that resilience is a necessary building block for any
future network. Despite the fact that many resilience mechanisms have been added to
networks, especially to the Internet, a systematic approach to resilience has not so far
been developed in order to increase its availability and survivability. We have introduced
a general strategy that aims to embed resilience systematically into networked systems.
We have applied our strategy to an opportunistic networking scenario, showing some
of our early results and how this strategy can enhance the network over time.

Future work will refine the service specification for the store-carry-forward transport
service to reflect realistic resource limitations of the network nodes. Due to this limi-
tation several complications arise; these impact the detection mechanisms, i.e. how to
detect misbehaving nodes, in contrast to nodes which dropped data as a result of lim-
ited storage. Moreover, epidemic forwarding as a remediation mechanism can worsen
the system performance compared to normal two-hop forwarding in the presence of
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some misbehaving nodes. Repeatedly applying our strategy to the simulator should
enable us to Þnd suitable mechanisms and more importantly validate more completely
the suitability of our resilience strategy.
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C Cooperative SIP signaling

In this section, we report results from experiments with our CoSIP implementation. We
implemented CoSIP as a local SIP proxy that processes the SIP signaling of one or more SIP
UAs. Implementations of the SIP UA do not need to be aware of CoSIP. The SIP UA just
needs to be conÞgured with the CoSIP Proxy as an outbound proxy. We performed extensive
experiments on local testbeds as well as on PlanetLab to validate the functionality of CoSIP.
The intention behind PlanetLab was having an emulated Òreal life-likeÓ network. One of the
most remarkable properties that we noticed when experimenting with PlanetLab was the high
variance in the round trip time (RTT) due to the di!erent locations of the nodes and the
di!erent load on the respetive machines. An obvious limitation of PlanetLab is that we can
not run a realistic VoIP network of an Internet/VoIP provider given the limited number of
PlanetLab nodes.

Testbed Setup The main motivation behind our tests was to show a survivability use-case of
the SIP service, i.e., if CoSIP is used, SIP UAs are able to establish a session even if the server
is unreachable. Additionally, we measured the time required to establish a session in two cases:
Þrst, under normal conditions with server-based signalling, and second, with an emulated server
failure and DHT-based signaling. We compared the time for the session establishment in both
cases. We consider the time required for the session establishment as the length of the time
interval between sending anINVITE message by a User Agent Client (UAC), and receiving a
180 Ringing message from the User Agent Server (UAS)1.

We use the open source SIP stack PJSIP [Ope10] to generate SIP tra"c. We use the
PJSIP API to perform UA registration to the SIP server and initiate VoIP sessions randomly.
We logs timestamps when a message is sent or received at the CoSIP proxy. We run a network
of 430 PlanetLab nodes with a SIP UA and a CoSIP proxy on each PlanetLab node. Given
the relatively small size of the network we performed di!erent experiments with di!erent size
of the Kademliak-buckets, particularyk = 2, 4, 8. The SIP Server (SIP Express Router) and
a Kademlia node for bootstrapping the DHT nodes were installed on a server running in our
department at TU Munich.

Functional Tests Figure 1 shows the message ßow for session establishment with a running
SIP server and when the server is unreachable respectively. In both cases, message ßows were
collected based on logs from the CoSIP proxies. The message ßow on Figure 1(b) shows that
the SIP network can survive and that SIP UAs are able to establish a VoIP session even when
the server is down.

Performance Tests After a test run for 5 hours, 5,380 phone calls were emulated by the
UAs on PlanetLab. All logs are exported by the CoSIP proxies periodically to a central server
which collects the call records in a SQL database. Figure 2 shows the time required for session
establishment with the server vs. DHT. with di!erentk-bucket sizek = 2, 4, 8. Each boxplot
shows the 10%, 25%, 50%, 75% and 90% percentile. The median is approximately 0.543,
0.306 and 0.191 for the DHT withk = 2, 4, 8 respectively and 0.186 for the server The
di!erence between the median values fork = 8 and for the server case is quite small (less than

1Waiting until a 200 OK is received would not be appropriate as a measure, since it depends on how long
the user needs to pick up the handset. Therefore, the180 Ringing message seems to be more appropriate
as a sign that a session between the UAC and the UAS has successfully been established.
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Figure 1: Message ßow for session establishment

1ms) given that in the majority of the cases the DHT lookup can be performed within one
hop.
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Figure 2: Time required for session establishment with server vs. DHT with di!erent Kademlia
k-bucket size.
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D Publish-Subscribe Platform for Smart Environments

We have presented in [Lac10] an approach for securing the PubSub platform of the ICOM
project: availability and security (conÞdentiality, data integrity) are the targeted resilience
criteria. We Þrst deÞned the nominal security policy applied to the platform in the ab-
sence of any external risk, e.g., the legitimate contract administrator is allowed to create
subscriber/publisher accounts related to one (or several) closed user group(s).

The next step consisted of specifying the policy in reaction to threats, i.e., safety rules
related to threat contexts. The speciÞcation of these rules is as follows:

• analysis of the risks facing the platform in order to deÞne a policy reaction following a
challenge detection; these risks include criteria such as:

1. conÞdentiality, e.g., bypassing password check or publishers/subscribers Þlter;

2. integrity, e.g., forgery, at the PubSub service provider level, of data transiting
through the XML routers;

3. availability, e.g., DDoS attack against a Web server of the platform, or accidental
failures of non-redundant equipment.

• deÞnition of threat contexts characterizing the identiÞed risks, and activated when events
related to such risks are detected, e.g., to guess the password (of the contract admin-
istrator, of another user, ), brute force attack can be deployed, hence the deÞnition of
context ÓbruteforceÓ to be activated in this case;

• deÞnition of actions to undertake, as contextual rules, in the case the threat contexts
are activated, e.g., to cope with a brute force attack, the immediate deactivation of the
account experiencing the aggression is necessary.

We then deÞned the mapping functions connecting the threat contexts to certain attributes
of alert messages. These alerts specify the platform components related to the ongoing threat
which are the only ones concerned by the activated challenge context. For threats caused by
internal clients of the platform, only these customers will be subject to countermeasures. Ac-
cess control policies include both permission and prohibition rules applied to subjects seeking
to carry out actions on objects. Some rules specify the criteria to be applied during nominal
operations, forming the operational policy. Other rules are only applied in the case of threats
against the system, composing the reaction policy. The transition from one type of policy
to another is triggered by contextual constraints. We have chosen for this study the OrBAC
(Organization Based Access Control) model to specify the contextual policies [D1.3a]. This
security policy formalism proposes to separate the mechanism of context activation from the
one of associated rules activation. For this purpose, OrBAC deÞnes the predicate hold con-
necting a context to a triplet (subject, action, object). The context activation is reduced to the
instantiation of the hold predicate for the adapted triplet. Concerning the PubSub platform,
the activation of hold predicates is reduced to the veriÞcation of certain attributes in alert
messages identifying the current challenge. Therefore, to characterize the threat contexts,
hold predicates are proposed, e.g., in the case of brute force attack:

hold (any, login, target_account, brute_force) :-
alert (source, target, classification),
map_service (target.service, login),
map_account (target, target_account),
map_context (classification, "x login failures")
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The hold predicates retrieve some attributes from the alert messages using static mapping
functions. These relate the elements that constitute the triplet (subject, action, object) to
information contained in the alert message. Following the activation of these threat contexts,
the appropriate security rules to be triggered are, e.g.,

prohibition (any_user, authenticate, account, brute_force)
hold (any, login, target_account, port_opening) ==>
prohibition (any, login, target_account)

The following step consists of disabling threat contexts after a latency phase depending
on the level of risk that activated this context: a classiÞcation of threat contexts, according
to the precariousness of the risk associated with each of them, needs to be established. For
each threat context, one needs to deÞne both the disabling condition and the appropriate
veriÞcation. Indeed, following a context activation, the corresponding disabling condition
must be monitored. For this purpose, a checking rule is applied. If the rule is satisÞed, the
condition for disabling the threat context is considered ÓdoneÓ and the context is inactivated,
e.g., for the context bruteforce, the disabling condition is composed of:

• Condition: the account under a brute force attack is disabled

• Verification: check activation parameters of the target account in the authentication
server

The Þnal phase of the approach is the deployment of the dynamic security policy, preceded
by a translation phase of this policy into a set of conÞgurations that apply to the various
checkpoints (routers) of the platform, e.g., for an LDAP authentication server and in the case
of brute force attack:

prohibition (any, login, target_account):?
Ldap: access to dn.base = "target_account" by dn.base = "admin_contrat_account" none

Besides the Defence measures described in section 3.3 and implemented in the on-going
experimentation, the preliminary results sketched earlier have covered the Remediation and
Recovery phases of ResumeNetÕs D2R2 strategy. Optionaly, the prioritization of the counter-
measures identiÞed in this study can be assessed through the mechanism developed in WP1
[Sch10]. What also needs to be done concerns the Detection step. For this purpose, the use of
a challenge identiÞcation engine (by the way of the chronicle recognition system as described
in [D3.2]) as input for the Remediation phase is part of the work programme planned for year
3 of the project: its outcome will be reported in the Þnal version of this deliverable.
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