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Deliverable D1.5a ResumeNet

Summary

Resilience will need to be a key property of future Internet because of our unrelenting demand
for Internet-based services, the challenging environments it will operate in, and the continued
existence of intelligent adversaries. In this deliverable, we describe our current understanding,
after one year in the ResumeNet project, about the challenge of making resilience an integral
component of future networks. Our overall strategy to resilience is neatly summarized into the
so-called D2R2+DR acronym, standing for Defend, Detect, Remediate, Recover, Diagnose and
Refine. This otherwise straightforward approach is only an abstraction of the actual tools that
have to be in place to realize it. We first focus on what we consider fundamental components
of our resilience framework: resilience metrics, understanding challenges, policies for resilience,
and cross-layer information sharing and control. These are the kind of ingredients that can be
used to inform the design and implementation of resilience mechanisms.

Based upon our current research findings, we reflect on the suitability of the strategy, and
describe our on-going work populating the strategy with algorithms and mechanisms. This
work, carried out within the context of WP2 and WP3 of the project, is presented in more
detail in Deliverable D6.3 “Report of technical work in WP2 and WP3 during the 1st year of
the project.” Therefore, we limit ourselves to a summary of the undertaken work, pointing the
reader to D6.3 for more details.

Finally, we discuss the experimental scenarios we will use to evaluate our research. The
four study cases exemplify the applicability of the framework concepts and mechanisms and
assess their effectiveness in widely variable networking scenarios. In the same time, they retrofit
the overall framework design process allowing more quantitative characterization of framework
components.
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1 Introduction

Resilience – the ability of a networked system to provide an acceptable level of service under
adverse conditions – will need to be a key property of future Internet. This need is brought
about by an increasing dependence on Internet-based services, which is unlikely to abate.
Furthermore, as the Internet creeps into novel deployment settings, driven in large part by
wireless technologies and the miniaturisation of devices, it will face new challenges stemming
from the environment. Inevitably, this will be set against a background of malicious actors
exploiting vulnerabilities in the Internet and associated socio-technical systems.

In the EU-funded ResumeNet project, we are investigating a framework and mechanisms
for resilience in a future Internet. At the centre of the project is a straightforward strategy for
building resilient networked systems: Initially, one must install appropriate defensive measures,
e.g., configure firewalls and use appropriate redundancy and diversity of services, to ward
foreseen challenges off. In many cases, there will be unforeseen events (or those that are too
expensive to build defensively for) that will breach defensive measures and cause a degradation
of service. Such challenges should be detected in real-time and the network dynamically
adapted to remediate them. This implies an underlying monitoring system. Most likely, there
will be a cost associated with remedying a challenge (e.g., sub-optimal paths are used to route
around a malicious node); a recovery stage in our strategy reflects that we should disengage
mitigation mechanisms when a challenge has abated. We assume the system is not perfect;
therefore, we aim to diagnose shortcomings and refine the networked system. We call this
strategy D2R2 + DR– Defend, Detect, Remediate, Recover, Diagnose and Refine.

In this deliverable, we describe our current understanding of how to build resilient net-
worked systems, such as the future Internet. This understanding grows as we “drill down”
into the implementation details of our otherwise straightforward strategy. Initially, we describe
fundamental components of a framework for resilient networking:

• Appropriate metrics are indispensable for resilience; without them, we can neither specify
nor measure it. We discuss some of the challenges in defining metrics for resilience and
our initial work addressing them.

• The network response to detected challenges will be directed by policies. Here, we
summarize the state-of-the-art regarding policy frameworks and how they are applied in
a closely related project to ResumeNet to enable automatic mitigation of attacks. Then
we present our initial understanding as to how we can apply policies for resilience.

• Applying appropriate defensive measures requires an understanding of the most probable
high-impact challenges the network will face. We have developed a risk assessment
strategy that can be used to identify such high-impact challenges. To aid this process
we have developed a taxonomy of challenges, which is summarised here. We discuss
issues relating to identifying measures of challenge occurrence and their impact.

• Because of the relative simplicity it affords, the strict layering of protocols has aided the
Internet in its success. However, new wireless networking environments, for example, call
for a break-down of the strict layering and intensive use of cross-layer information sharing
and control. We discuss some of the challenges of doing this, and how we intend to model
such interactions to aid the design of appropriate cross-layer mechanisms. Underpinning
a cross-layer framework will be a distributed monitoring and measurement platform; we
describe two promising technologies we are investigating for use in the project.

4 out of 28



Deliverable D1.5a ResumeNet

The research carried out during the first year of the ResumeNet project has allowed us
to reflect on the suitability of the D2R2 + DR strategy. We describe our thoughts on this
and, in particular, discuss the nature of challenge detection, the time-scales that remediation
could be invoked based upon information gleaned from detection, and the relationship between
building strong defensive measures and the need for a distributed monitoring and detection
platform. We continue with a discussion on how we are populating our resilience strategy
with specific algorithms and mechanisms. To organise our efforts into approachable threads of
investigation, we adopt two complementary approaches, namely network and service resilience.
Network resilience is largely concerned with enabling resilience at OSI layers two through four,
while service resilience addresses higher-layer issues, and investigates resilience in the context
of peer-to-peer overlay networks and service virtualisation, for example. As mentioned earlier,
this split is intended for organisational and presentational convenience, it is not architecture-
driven. On the contrary, we consider it necessary to take a multi-level approach to resilience,
where it is provided by a continuum of provider and consumer services throughout the layers.

Finally, we discuss how we will evaluate our research via four experimental scenarios that
are likely to feature in a future Internet. We have tried to use scenarios that cover some of the
most recent and promising networking paradigms: wireless multi-hop networks, opportunistic
networks, SIP-based multimedia services, and ambient intelligence environments. In many
cases, a significant inhibitor to the wider deployment of these networking paradigms are the
challenges we aim to address in our experiments.

2 Framework for Resilient Networking

The resilience framework we introduce draws on four main components: understanding chal-
lenges, resilience metrics, policies, and cross-layer information sharing and control. All of them
need to be specified and well understood to enable the realisation of the D2R2 + DR strategy.
Here, we describe our current understanding of each of these components. We lead-off with
some reflections on the suitability of the resilience strategy.

2.1 Reflections on the D2R2 + DR Strategy

One of the core components of our research in the ResumeNet project is to evaluate how
appropriate the D2R2+DR strategy and resilience framework are for building resilient networks.
At the end of the first year of the project we can begin to reflect on this. Our understanding of
the conditions under which remediation mechanisms should be invoked has matured. Initially,
we considered it to be necessary to invoke a remedial action with a complete understanding
of the challenge (i.e., an understanding of its root cause) – the rationale for this being the
inappropriate behaviour of TCP in response to wireless losses [BV99]. Given our activities
on evaluating risk when understanding challenges (see Section 2.2), we have relaxed this
“requirement” to suggest that potentially beneficial remedial activities can be invoked without
understanding a challenge’s root cause, but this is done at the risk of undesirable behaviour
occurring. This risk can be reduced as more is understood about the nature of a challenge.
Specifically, the following aspects of a challenge can be used to inform the invocation of
remediation:

• Challenge’s Symptoms
These are the measurable impacts of a challenge on the networked system that represent
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a deviation from its normal behaviour. Anomaly detection techniques can be used, for
example, to detect the symptoms of a challenge. An example of remediation action that
can be invoked based upon a challenge’s symptoms is the ReplEx algorithm [FKF06],
which can be used to perform dynamic traffic engineering in multi-path networks based
upon signs of congestion in routers.

• Challenge’s Root Cause
This is one reason why we are observing the symptoms of a challenge. For example, a
server may be overloaded with requests for service. This could be due to a flash crowd
event or a DDoS attack; one may want to remedy these challenges differently. Work
carried out in the EU IST-FET-funded ANA project [ANA] is addressing this problem.
There, they use a supervised Näıve Bayes estimator to determine the root cause of
abnormal traffic patterns at run-time [MPH08], with a direct impact on the selected
remedy.

• Challenge’s Impact
This is a measure of the negative impact a challenge may have or has on the network.
For example, this may be the delay incurred by services as a consequence of a challenge.
Also, we may want to consider the socio-technical impact of a challenge; for example, its
monetary cost. Our work on resilience metrics, described in Section 2.3 of this document,
will influence how we understand the impact of a challenge.

Therefore, using a biological analogy, we could identify two types of remediation strategies
corresponding to two different time-scales of invocation: reflex and conscious. Reflex reme-
diation is invoked based upon a challenge’s symptoms and can therefore be initiated rapidly,
much like moving one’s hand away from a hot surface. In may cases, this may be the most
appropriate action to take, but in some cases it could be wrong. Conscious remediation is
based upon understanding a challenge’s root cause, its impact on the system, and the po-
tential consequences of the remedy on the system and other services, for example. Clearly,
this will take longer to determine and is more (computationally) expensive, but should lead to
less risky remedies. We envisage remediation to be an iterative process, i.e., we may initially
invoke reflexive remedies, and adjust this strategy after some consideration with a greater
understanding of the challenge.

From the project outset, we have assumed the need for a distributed monitoring and
assessment platform that is used to detect anomalies. This is because no defensive measures
can provide perfect protection. Defences will be breached, perhaps because of the unforeseen
severity of challenges, and remediation will be necessary. During the first year of the project, we
have re-visited this issue, and we believe that there is much research needed to understand the
trade-off between the cost and efficacy of building strong defensive measures (e.g., through
resilient structures and security mechanisms) on the one hand, and applying resources to
building a distributed monitoring and detection platform on the other. We may need both. A
simple way to formulate this problem is to ask the question: “given strong enough defensive
measures, to what extent do I need a measurement and detection platform?” Our work on
understanding challenges, using risk to determine where best to apply resources, can help to
resolve this question. Also, the project’s work on resilience metrics may help us as we consider
this problem. We intend to devote some resources to looking further into achieving resilience
by means of defensive measures, including appropriate system structuring to help isolate and
localise (i.e., minimise the spread of) the ill-effects of challenges.
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2.2 Understanding Challenges and Risks

The available resources for building components of future Internet will be finite. Mecha-
nisms that will enhance the resilience of the future Internet incur a cost, both monetary and
computational. To make the best use of limited resources and ensure appropriate defensive
resilience measures are installed, it is necessary to understand what are the probable and/or
high-impact challenges that may occur. One way of determining the high-impact challenges
a networked system may face is to conduct a risk assessment that aims to elicit the critical
assets associated with it and the most probable challenges, or threats, that may occur. Given
these two parameters, it is possible to determine a measure of risk or exposure by, for example,
taking the product of the challenge probability and the cost of the asset being compromised
– exposure = challenge prob × asset cost. In the security field, a number of risk manage-
ment approaches have been proposed that can be used to determine the high-impact threats
[CRA, ABPW99].

We have developed a seven-stage risk assessment process, depicted in Figure 1, that can
be used to determine the high-impact challenges a networked system may face. Similar to
earlier work, it is based upon understanding the critical assets associated with a networked
system (Stage 1 in Figure 1). We conducted a focus group with users of a rural wireless mesh
network [IBPR08] and found their notion of assets to be wide-ranging [BIR+08], including
the safety of minors and unfettered use of the network. For a network provider, assets could
include switches and routers, for example. The next stage in our risk assessment process
involves understanding the cost of an asset being compromised. For example, for a network
provider the loss of a core switch may lead to not meeting an SLA, and a monetary penalty
being incurred. With an understanding of the critical assets and their cost if compromised, the
next stages aim to determine an understanding of the networked system – modern software
engineering approaches decompose the provisioning of assets into multiple sub-systems and
services; in this phase these are identified. With an understanding of the system, we aim to
determine the challenges it will face and the system faults (in security parlance, the system’s
vulnerabilities) that could be triggered by these challenges. We have identified the following
classes (or taxonomy) of challenges that can be used to guide an assessor:

Component Faults Internal errors occur during ‘normal’ operation of the system indepen-
dently of outside events. They can be caused by software bugs or the deterioration of
hardware, for example. In short, these are failures that are brought about by faults in
components of the system.

Hardware destruction This category summarizes all challenges where destruction of hardware
causes errors or failures. These can be either due to natural causes (e.g., tsunamis,
earthquakes or hurricanes) or man-made (e.g., terrorist attacks, fires or cable-cuts).

Communication Environment related All challenges that are inherent in the communica-
tion environment due to:

• weak, asymmetric, and episodic connectivity of wireless channels

• high-mobility of nodes and subnetworks

• high-delay paths either due to length (e.g., satellite) or as a result of episodic
connectivity

are gathered in the communication environment category.
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Human Mistakes Human mistakes describe non-malicious errors that are made by people that
interact with the system, such as device misconfigurations or operations not following
policies. These can become more pernicious if the parties involved try to cover up their
mistakes.

Malicious Attacks Malicious attacks from intelligent adversaries pose a threat to system
performance and form a group of challenges to networked systems.

Unusual but Legitimate Demand for Service A non-malicious request for service that is
greater (or different along some other dimension) than what is provisioned for; for ex-
ample, flash crowd events.

Failure of a Provider Service Due to the composition of complex system from multiple ser-
vices any aforementioned challenge can cause cascade effects. The failure of a provider
service must be treated as challenge to the consumer services, which depend on the
correct behavior of the provider service. As service usage can be vertical, i.e., using a
lower layer service, as well as horizontal, i.e., client-server based or peer service, interop-
erability faults also fall into this category. Last, failing of the provider service due to an
unidentifiable challenge is covered in this category.

Given the challenges and system faults, we aim to determine the probability of a system
failure (this is discussed further below), which can be used to determine a measure of exposure.

Identify
critical
assets

Determine
cost of
asset 

compromise

Develop
system

understanding

Identify
challenges to

the system

Identify
system
faults

Identify
probability of

failure

1 2

34

Determine
measure of
exposure

5 6 7

Figure 1: A risk assessment process for determining high-impact challenges

One of the major challenges when trying to understand the risks a system will face is
determining meaningful measures for the occurrence probability of a challenge and its im-
pact. These can be expressed qualitatively, e.g., high, medium or low, or quantitatively, e.g.,
$10,000 loss of earnings. To determine the probability of a challenge occurring, one can con-
duct an analysis of the system, using, for example, STRIDE [HLOS06] or attack/fault trees
[Ves87, Sch99, Coo07], or use advisories to learn of prevalent threats [CER, SAN, MS]. These
approaches will play a key role in understanding the challenges a system will face, but they
have drawbacks. Advisories can relate to similar but not exactly the same system as the one
that is being engineered to be resilient, so could be misleading. The complexity of networked
systems and the wide range of potential challenges to its operation could render the system
analysis intractable.
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A complementary approach towards determining meaningful challenge occurrence probabil-
ities consists in developing a chronology of the system. This could include information relating
to challenges, their impact on the system, and the efficacy of defensive and remedial measures.
Under this approach more accurate probabilities of challenge occurrence and impact can be
developed over time. when compared with those derived via off-line analysis or potentially mis-
leading advisories. The implementation of such a system has architectural implications on the
future Internet. Maintaining this information has privacy and security implications; a trade-off
will need to be made between usability and privacy preservation (e.g., via anonymisation),
especially if such information is to be shared across organisational boundaries. Furthermore,
there will be resource overhead that must be managed, for example, in summarising the raw
events that will be added to the chronology and storing them for analysis. Another key question
that will need to be addressed is which system features should appear in the chronology that
indicate the system is challenged and are useful for generating statistics for risk assessment.
Our work on building a distributed information store, described in Section 3.2, will address
some of these concerns.

Finally, there are cases where no chronological data are available regarding the impact
challenges can have on a system. In these cases, analytical modelling of the system and
the challenges it may face can provide reasonable and fast estimates of their impact on its
normal operation. This approach is taken in assessing the impact of node misbehaviour on the
performance of opportunistic and wireless mesh and opportunistic networks – we have begun to
model the affects of selfish node behaviour in opportunistic networks given different forwarding
strategies [Kar09]. Since there are very few, if any, instances of commercial deployment of
these networks, measurement data and operational experience with them are also limited. We
briefly refer to this work in Section 3.2, pointing the reader to deliverable D6.3 [Con09] for
further details.

2.3 Resilience Metrics

The aim of a resilient networked system is to provide an acceptable level of service when under
duress from challenges. A fundamental component of this is a specification of the desired level
of service, and its (relative) priority. This requires appropriate metrics that can be both used
in policies to express desired service, and to measure the resilience of a networked system.
As no metrics to express levels of desired service at a low granularity are universally accepted
(beside service-level agreements that are typically used between providers), we will focus on
topological metrics, which are well-defined, in this work. However, even the tasks of choosing
appropriate topological metrics for assessing and measuring resilience is challenging, for a
variety of reasons:

2.3.1 Resilience Metrics Challenges

There is a tension between metrics that are well understood to be measured, analyzed and
interpreted structurally and technologically in a networking environment, and those which
are commonly specified and meaningful to end-users and network providers. Consider the
case where an end-user subscribes to a video-conferencing application. The application will
have certain requirements, such as a minimum available bandwidth and maximum latency
thresholds. Furthermore, the end-user will have further resilience requirements, for example,
that the service has 99.999% availability. For a network provider to realise these high-level
requirements is complicated, because it relies on the provider being able to translate them
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into lower-level requirements of their hardware and software infrastructure. This would require
pervasive deployment of QoS-enabled infrastructure, standardized classifications and interfaces
to specify the service requirements from the link- to application-layer, and a means to synthesize
higher-level services (e.g., highly available video-conferencing at good quality) from lower-level
measures (e.g., 300 kbps path guaranteed at 5ms delay or 500 kbps at 7ms delay). This step
becomes increasingly difficult when services, as specified by end-users, become more abstract.

Ideally, the metrics used in a good classification system need to be as orthogonal as possible,
i.e., each metric should measure an entirely different aspect of the network topology and its
usage scenario. While the theoretic demand on resilience metrics is clear, in practice, finding
such a perfect orthogonal assessment system is problematic. Consider the example of two
topological metrics, hop count (of the shortest path) and the betweenness of nodes and links.
It is easy to see that the results of both metrics is highly correlated (in the average case),
as the route that each shortest path takes also increases the betweenness of the links and
nodes along this path. Other relationships are more subtle in nature, i.e., the dependency
might only exist to some degree (for example, between clustering coefficients and average
node coreness, average neighbour degree and assortativity coefficient, etc.) and under when
the graph has certain topological characteristics [JU08]. Using covariance calculations, it is
possible to determine for a specific set of metrics how much overlap exists for a given network
topology in conjunction with a service. However, from these sample calculations, globally valid
conclusions cannot yet be drawn. For a selected set of topology metrics, it is possible to prove
their interdependency and non-orthogonality. However, effort is required to expand this work
to the large array of currently used and recently proposed resilience metrics.

Metrics used for resilience assessment should be general enough and universally applicable
to allow for comparisons of network environments across varying network topologies and service
demands. To date, a number of networking metrics have been proposed, of which many are
targeted towards aspects and features observed for a particular application context. To allow
for direct comparisons between systems (and thereby indirectly also allowing for resilience
engineering – the process of upgrading the network infrastructure to possess higher levels of
resilience), universally utilized metrics are necessary.

2.3.2 Multi-level Resilience Quantification Framework

The objective of this avenue of research into resilience metrics is to develop a framework to
quantify network resilience. Since ResumeNet proposes multi-level resilience, we propose a
framework that is applicable at the boundary of any two layers in the network stack. The fun-
damental concept in this approach is to quantify resilience as a measure of service degradation
in the presence of challenges (perturbations) to the operational state of the network, therefore
aiming to address the first challenge we discussed earlier.

Methodology Consider the boundary Bij between any two adjacent layers Li, Lj . In other
words, i − j = 1. In order to characterize the state of the network below the boundary Bij ,
we define a set of k operational metrics N = {N1, N2, . . . , Nk}. Similarly, to characterize the
service from layer j to layer i , we define a set of l service parameters P = {P1, P2, . . . , Pl}. For
a given layer boundary, we divide the operational and service space in to three regions, based
on a number of scenario-specific factors. These are termed as normal, partially degraded, and
severely degraded for the operational space and acceptable, impaired, and unacceptable for
the service space. Resilience Rij at the boundary Bij is then evaluated as the transition of
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the network through this state space. The exact formulation to derive the Rij as a function
of N and P remains a part of the future work. As an example, in the simplest case Rij is the
slope of the curve obtained by plotting P vs. N on a multivariate piecewise axis, as shown in
the preliminary test results below.

Multi-level Resilience In the multi-level analysis, the service parameters at the boundary
Bij become the operation metrics at boundary Bi+1,j+1. In other words, the service provided
by a given layer becomes the operational state of the layer above, which has a new set of
service parameters characterizing its service to the layer above. This procedure is repeated
until we reach the application layer k and the resilience evaluated at the boundary Bk−1,k is
considered the overall resilience R of the network. Of course, the resilience evaluation across
multiple layer boundaries is context specific. A generic evaluation of resilience across different
context remains an open question that will be explored in the future.

Steady State vs. Transient Analysis The proposed methodology supports two modes of
resilience evaluation: steady-state analysis and transient analysis. In the steady-state analysis
we evaluate the long term view of the network resilience by conducting either theoretical
calculations or network simulations to understand the impact of perturbations in the operational
state (due to challenges and attacks) on the service parameters. This leads to best, worst,
and average case resilience measures. In the transient analysis, we observe the instantaneous
state of the network and plot the service parameters of the network in real-time as the network
challenges are countered by detection, defence, remediation, and recovery mechanisms. In this
case, resilience is characterized by the state transitions that occur in real time. The use of
rigorous and formal discrete state analysis remains a part of the future work.

Framework Challenges There are several challenges that need to be addressed in the pro-
posed framework. One of the most significant challenges is the selection of metrics that
characterize the operational state of the network at any given layer boundary. In the absence
of easy-to-use independent metrics, we must consider the interdependence between several
metrics. In the transient analysis, the number of states may explode if each individual op-
erational point of the network is considered a separate state. However, combining individual
instances of network operations into aggregate states using sensible thresholds could limit the
number of states. Lastly, resilience evaluation is context based – a universal resilience measure
across a wide range of contexts remains a challenge.

Preliminary Test Results As discussed above, we conducted initial studies at the B23 bound-
ary between the link layer 2 and the network layer 3. In this case, a set of vertices V and edges
E and link failures f characterize the operational state of the network. Since we consider only
link failures, we chose a single operational metric f to represent the number of link failures.
The service across this boundary is hop-by-hop paths, in particular, a connected graph. In order
to characterize this service, we chose the two initial service parameters as the average node
degree d and the relative size of the largest connected component lc 1. Figure 2 shows the
steady state resilience of the Sprint network to link failures as degradation in the service from
acceptable to unacceptable region. The region boundaries in both the operational and service
dimensions are arbitrarily chosen. We show the best, worst, and average case depending upon

1These parameters represent an initial pick chosen to simply illustrate the proposed methodology. Further
work is needed to narrow down the exact set of metrics that quantify a given graph.
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the location of the link failures. In the best case scenario, we see that the network remains in
the acceptable service region even when the network is partially degraded. In the work case,
the Sprint network provides unacceptable service in the presence of a single link failure.
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Figure 2: Resilience at boundary B23 for the Sprint network

2.3.3 Robustness Quantification and Optimization Framework

After the first component of the framework has primarily focused on an investigation of service
degradation at the boundaries of the network level stack to perturbations, the second compo-
nent of the overall framework in ResumeNet will further investigate the concrete root cause
for the degradation, i.e., pinpoint the successful resilience (or its lack thereof) to specific parts
of the network graph, and therefore provide deeper insights into the robustness of a network
and potential robustness optimizations.

Due to the difficulties in finding appropriate service metrics as discussed above, the second
part of the framework therefore, for the moment, focuses on topological metrics due to their
exact and well-defined nature. However, initial investigation has shown that the topological
approach can also be scaled and applied towards more user-centric, service-level metrics in the
future.

Exactness and hard guarantees One of the main advantages of the second framework
component is its ability to provide exact results which provide hard quality guarantees to the
network designer and operator. In other words, for any type of network topology and any
specifiable challenge scenario (ranging from for example random failures, natural disasters to
intentional attacks on the network structure), its robustness quantification can determine prov-
able best, worst and average performance levels that can be expected from the network. We
believe that providing such hard guarantees (in contrast to a maximum and minimum estimate
as obtained after k probabilistic simulation runs) will be an important requirement of future
potential adopters of the ResumeNet project results, i.e., a network designer who is committing
effort to design a resilient network structure requires a level of assurance that the resulting
topology will react within the specified parameters under any foreseeable circumstances.
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Measures of Uncertainty As each class of challenge to a network (equipment failures,
natural disasters, etc.) will have different levels of impact on the overall system, it is important
to further quantify the level of uncertainty that will be faced with each challenge type and
network topology, e.g., in the case of a heavy electromagnetic storm one needs to determine the
different outcomes between the provable worst case (the storm is forming in a highly populated
area or a core part of the network critical to communication with the highest possible impact
on the network) and the best case (the storm is in a sparsely populated or low traffic location).
This difference or, in other words, the envelope between the best and worst case situations
is also an important measure and metric to network resilience, as a network operator might
want to design a network to simultaneously bound the overall impact of challenges, as well as
their variability to make challenges and their impact more predictable. Figure 3 shows such
a case study for the Sprint and Geant network for an exemplary topological metric. As can
be seen from the graph, while on average (e.g., random equipment failures) both commercial
networks perform reasonably well to challenges, both network show serious deficiencies in the
worst-case situations (e.g., a co-ordinated attack on 2 to 4 links). Based on these insights,
the robustness quantification and optimization framework can then provide recommendations
on how to reduce the overall vulnerability and uncertainty for specific classes of challenges.

Robustness Optimization The final contribution of the second framework component is
its ability to derive optimization instructions that will strengthen overall resilience, as well as
reduce the amount of uncertainty. This can be calculated on a per component basis (given that
k nodes or links are added, what is the best incremental placement) or an alternative network
topology can be derived that would maximize robustness. Figure 3 shows an example: The
green Lattice graph is a theoretical alternative investigated by the Robustness Quantification
and Optimization Framework to the Geant network that contains a comparable number of
links, yet provides much better overall resilience and far less total uncertainty than the original
network.

2.4 Policies

In the ResumeNet project, policies will play a key role in determining how remedies are selected
in response to detected challenges. Policies have been defined by M. Sloman et al. [DLSD01]
as “rules that govern the choices in behaviour of a system.” Later work by Strassner [Str03]
defined policy-based network management as “the usage of rules to manage the states of
managed entities and to accomplish decisions.” An important property of policies is that they
can be changed at run-time, e.g., in order to adjust to new business goals of the company.

There has been significant work on policy-based network management, which we briefly
introduce before presenting the specifics of network resilience policies. [BX02] provides a
good overview of policy-based network management and its state-of-the art (until 2002).
In particular, they use the definition of Sloman and mention that “the management system
is tasked with: the transformation of human-friendly management goals to syntactical and
verifiable rules governing the function and the status of the network.” This breakdown of
human-friendly management goals to low-level technical policies that can be directly applied
at network devices is also followed by Strassner and is called the policy continium [Str03].
Strassner defines a framework for policy-based network management using tuples consisting
of respectively an Event, a Condition and an Action (ECA tuples). Using ECA for expressing
policies seems to be a well-accepted approach in the community, since it is simple and powerful.
Furthermore, Strassner defines the DEN-ng model [Str03], which provides instructions on
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Figure 3: Provable best, worst and average case performance boundaries for the Sprint, Geant
and a comparable Lattice network structure

how to express ECA tuples. DEN-ng differs from other policy frameworks, e.g., the Common
Information Model (CIM) which allows for the sets of events, conditions or actions to be the null
set as well. This is not possible with the DEN-ng model. Sloman et al. defined Ponder, which is
a Policy specification language [DDLS01, LLS04, TDLS09]. The IETF defined a framework for
policy-based network management [RFC2748, RFC2753], which is a management-agent model
with Policy Decision Points (PDPs) and Policy Enforcement Points (PEPs). The protocol
standardised by the IETF is the Common Open Policy Services (COPS) (although today
Netconf could be more appropriate). Other languages for expressing policies are, e.g., the
Policy description language [LBN99] and the Web Service Policy Language (WSPL) [And04].

A first step towards network resilience policies has been taken by the EU FP7-funded
INTERSECTION project. This project is considering approaches to intrusion tolerance for
multi-domain heterogeneous networks. It has developed a framework for intrusion tolerance
that is similar to our resilience strategy – D2R2 + DR – and populates some of the details it
masks. One of the key components of the framework is a reaction component that can be
used to make policy-based decisions on how to remediate attacks. Based upon policies, the
reaction component tries to resolve the following three issues:

1. Determine the most appropriate remedy to deploy in response to an alert.
Based upon the type of attack, different remedies are employed, e.g., for a DDoS SYN
attack, if bandwidth starvation is occurring on the path towards a server under attack,
then traffic is rate-limited; otherwise for a low-volume SYN attack, a proxy is deployed
that uses SYN-cookies to only allow legitimate TCP connection requests. It is intended
the severity of the attack is expressed in an IDMEF [DCF07] document that is made
available to the reaction component. Furthermore, the operational constraints of a
remedy, its deployment cost and the value of the resource to be protected are considered
when choosing an appropriate remedy.
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2. Determine where to deploy remedies.
The reaction component has to be kept abreast of the existence and capabilities of
devices (e.g., routers) that can be configured to enact remedies. It is intended that
targets for reconfiguration (devices) can be placed into domains and sub-domains, such
that a particular type of remedy can be deployed in one sub-domain, and another remedy
in a different sub-domain.

3. Determining the appropriate configuration parameters for deployed remedies.
This will be based upon the severity of the attack that has being detected and the normal
behaviour of the network and associated services, i.e., the normal or maximum functional
load. Furthermore, this includes parameters for determining when to withdraw a remedy
based upon an understanding of normal behaviour, e.g., traffic rates.

Obligation policies which define which actions to perform in certain circumstances, are
being used, and the project is considering Ponder [TDLS09] to determine whether policies can
be formulated, so the issues specified above can be addressed. However, there a few short-
comings of the INTERSECTION approach, which needs extension for usage within ResumeNet
and the broader range of challenges it considers: In order to statically associate a remediation
strategy with a challenge requires a very detailed understanding of this challenge and a perfectly
matching remediation strategy. Applying rate limiting in the case of a DDoS attack is an
example for such a static binding of a specific remediation strategy to a challenge. But, if
more than one remediation strategy can be applied to a challenge and determining which of
them fits an adverse condition best is difficult or impossible, such a static binding cannot be
applied. Moreover, such a static binding of remediation strategy to challenges only allows the
system to deal with anticipated challenges. New kind of challenges, like new types of attacks,
require a more generic approach to resilience policies. In the extreme we have to define policies
which allow the system to choose from a large set of remediation strategies. At first as no
a priori knowledge of the adverse condition is available but the service is regarded critical,
trial-and-error could be the only option. Later, as the system has tested and evaluated several
remediation cycles for an adverse condition, learning methods are envisioned to provide more
fine-grained guiding of the remediation selection process. Therefore, resilience policies have
to incorporate policy weights which represent the success rate of the specified remediation
strategy in comparison with other strategies. In other words, the policy weight indicates how
successful the application of a remediation strategy has been in the past.

An example currently under investigation is a set of policies for unanticipated events which
leads to the following behaviour:

1. if a service fails or operates due to an unknown reason, restart the service;

2. if the failure persists, restart the service from a different code-base (exploit operational
diversity);

3. if the failure persists, check for other failing services communicating with the same peer
service. If more services experience the same failure, restart peer service – from different
code-base, if applicable;

4. if other services can communicate with the peer normally, determine services on which
the failing service depends and identify erroneous behaviour. Apply this process to any
service which operates erroneously.
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There are numerous pitfalls for such a strategy, e.g., zero-day attacks which cannot be
fixed by the system itself and would lead to an even more severe adverse condition as the
system is constantly restarting services and analysing the status of dependent services.

2.5 Multi-level Resilience

The design of the Internet protocol suite is strictly hierarchical, with protocols organised into
layers. While this strict layering has contributed significantly to the success of the Internet, it
is becoming increasingly well-understood that it has limitations [JIZ92]; especially in emerging
network types that will play an important role in a future Internet, such as mobile and ad-hoc
wireless networks [BCD06]. The drawbacks stem from the fact that interoperability between
layers (information sharing and control) to enable better performance and resilience is not
readily supported. Consequently, a number of cross-layer architectures [TS07, LBS02] and
bespoke scenario-specific optimisations [RPSM07, GQ08] have been proposed. Remediation
of a challenge or number of challenges at the same time can be complicated. For example,
Jabbar et al. [JRO+09] propose a mechanism that uses weather information to pro-actively
route around regions of precipitation in millimeter wave wireless mesh networks, whose per-
formance degrades significantly in heavy rain, to reduce packet loss. At the same time, a set
of malicious nodes could be orchestrating a wormhole attack, which invokes another perhaps
contradictory route-around mechanism. Clearly, these mechanisms have to be co-ordinated.
Multiple interactions of control loops, which interfere with each other, naturally might cause
instabilities in the network [KK05].

As a starting point to address this problem regarding cross-layer interactions, a theoretical
cross-layer control framework needs to be developed. This framework will be used for calculat-
ing and reasoning about cross-layer interactions. Resilience developers will be studying chal-
lenges. They will be developing resilience mechanisms, which might require the employment
of cross-layer interactions. The system for calculating and reasoning will help to understand
fundamentally the interactions [LMMR05, LMM+06]. The intention is to enable developers
of resilience mechanisms to be able to formally describe the interactions, find a trade-off, and
avoid the undesirable effects being invoked by the resilience mechanisms. For the formalisms,
evaluation models, and assessment methodologies, we might apply theories from system the-
ory, formal methods [KDG08], mathematical logic, fuzzy logic [CCLK08], Markov chain models
[FvdS07], and Petri-nets, for example. As a starting point, we are developing a notation that
can be used to help reason about the cost versus benefit trade-offs associated with the various
approaches to cross-layering.

Underpinning a framework for cross-layer information sharing and control will be a dis-
tributed monitoring platform. We have investigated potential options for this; two interesting
candidates are the ISS Framework [SFH07] and the ANA monitoring architecture [GGH+].

At the core of the ISS Framework lies a distributed Information Sensing (IS) architecture,
which supports a network-wide knowledge plane. The framework, which is presented in more
detail in [SFH07], is a unified approach to managing cross-layer and network-context infor-
mation sharing, with an event-notification system that decouples the information collection
process from the consumption of this information. An event composition service enables event
consumers to specify interests in event abstractions that are semantically meaningful to it.
These events are logical composites of information sources. Sources may be simple primitives,
such as protocol state, or more complex measures such as packet loss, flow rate, etc. An event
consumer may also act as an event producer, enabling more complex, cascading event struc-
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tures. The framework also enables information exchange over the network among distributed
instances of the framework, and delivery of the information in a uniform manner, independent
of location. A prototype implementation of the IS event registration and notification system
has been tested with a number of hand-coded scenarios [SFH07]. These include typical cross-
layer scenarios, such as the solution to the canonical TCP congestion event problem in wireless
networks [CSN01]. These results encourage further use of the framework, and we have begun
determining the suitability of the ISS Framework code-base.

The ANA monitoring architecture [GGH+] acknowledges that there may be a number of
different mechanisms for obtaining monitoring information that are suitable in different con-
texts, and that there is often replication of measurement tasks. Consider a node in an overlay
network trying to determine its relative network position to its peers, it could either directly
probe these peers (e.g., using ICMP) or use a virtual co-ordinate system, such as Vivaldi
[DCKM04]. There are trade-offs associated with using each of these approaches – direct prob-
ing is more expensive and will need replicating for each peer, but virtual co-ordinate systems,
while more efficient, are known to perform poorly in wireless settings. The ANA monitoring
architecture introduces an intermediary component, called Orchestration, that selects appro-
priate measurement tools based upon a client’s monitoring requests that specify parameters,
such as accuracy of the desired measurement and timeliness of its delivery. To enable re-use
of measurement information, a Multi-Compartment Information Sharing (MCIS) component
is used to store measurement data in a distributed manner, and allows range-based queries to
be executed over it. In the ResumeNet project, we will develop a component that is similar to
the MCIS, which can be used to store information regarding challenges, their detection, and
subsequent remediation. This could be used as a basis for the longer-term evolution of the
system – the diagnosis and refinement stages of our strategy. Currently, we are seeking access
to the implementation of the ANA monitoring architecture. When this becomes available – it
is still in development – we will investigate its suitability for use within the project.

3 Towards a Realisation of our Resilience Strategy

As mentioned earlier, in the ResumeNet project, we have adopted two complementary ap-
proaches to realising resilience that use the D2R2+DR strategy as a basis: service and network
resilience. We describe our on-going activities in this area; for a more detailed description of
these activities please see [Con09].

3.1 Service Resilience

Because of the ossification of the Internet, network support for resilience is unlikely to be forth-
coming in the near future. Thus, applications need to deploy their own resilience mechanisms
at the application layer, and aim to hide the impact of challenges arising on the lower layers.
Unnecessary dependencies on other intermediary services components, e.g., addressing services
and resolving a service location, may be avoided as well, where possible.

Although the mechanisms that are currently investigated in ResumeNet for service resilience
can be considered as a complementary set of proactive and reactive mechanisms, the focus is
much more on those which are proactive, since an ideal goal would be to reduce the Time-
To-Repair (TTR) to zero. Some proactive mechanisms can achieve this, e.g., redundancy
and fault tolerance. Other mechanisms are a mixture of proactive and reactive, by having a
prepared set of remediation and recovery patterns that can be applied as soon as a challenge
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is detected and therefore minimise the TTR.

Some of the solutions proposed today that can provide remediation from challenges oc-
curring in lower layers are, e.g., the SCTP transport protocol [Ste07] and the Host Identity
Protocol (HIP) [MN06]. SCTP supports multi-homing and failover from one IP address to
another. HIP offers a constant host identifier on top of IP to the application. Therefore, when
a failover to another IP address occurs the application should not notice the change. However,
both of these solutions have their limitations in terms of resilience, despite being designed with
it in mind. SCTP can perform only a soft failover, i.e., there has to be always at least one
established flow. HIP requires DNS extensions and rendezvous-points, which can be single
points of failure.

Based on these thoughts, we aim at studying the benefits of the deployment of further
innovative methods for providing better abstraction from the underlying layers as well as re-
ducing dependancies on other services and intermediary components in the network. Some of
these methods are, e.g., system virtualization and overlay networks, in particular, peer-to-peer
(P2P) networks.

P2P overlays provide promising resilience properties, such as data and link redundancy,
and the autonomic recovery from local failures. Operating system virtualization provides the
ability to migrate, duplicate or start new services, which can be used in case a challenge in
the underlying resources is detected, for example, the hard disk breaks down, the network
connectivity becomes degraded, or a power failure requires the system to run on battery.
Migration of virtual machines is usually performed within a subnetwork. However, this does
not allow for geographic diversity. Therefore, we will consider scenarios for migrating virtual
machines across the Internet. Geographic diversity was considered to be prohibitively expensive,
since it was not always possible or easy to host services anywhere in the world. Today, this is
becoming increasingly common. Therefore, we are considering geographic diversity as one of
the requirements for resilient services.

To underpin our work on peer-to-peer networks and system virtualization, it is necessary
to monitor supported services and continuously have an up-to-date view of the performance
and the Quality of Experience (QoE) provided. Therefore, it is necessary to collect diagnostic
information, and if needed perform the appropriate correlation for detecting abnormal behaviour
and performing an appropriate remediation strategy, e.g., migrating a service hosted by a virtual
machine, or in the worst case stopping the old service, e.g., if it has been compromised, and
starting a new service, eventually in another location in the network.

3.2 Network Resilience

Building a resilient networked system means adding resilience functionality to the services the
communication system provides. In line with our strategy, we therefore exploit a cross-layer
approach to defend against challenges, detect challenges and service failures, and to adapt
and evolve the system, in order to remediate challenges and refine the network.

Defensive Measures The first task when building a resilient network is to design an archi-
tecture that a) is optimal for its expected “normal” state; b) can tolerate a list of foreseen
potential adversarial events, such as those derived via the risk assessment approach discussed
in Section 2.2. It is also necessary to develop tools based upon sound metrics, to efficiently
evaluate the proposed architecture. We are investigating three forms of defensive measures,
ranging from longer-term off-line decisions to real-time mechanisms:
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1. Design an “optimal” topology: for a given set of access nodes, potential transmission
and transport technologies, define the best possible way to interconnect the nodes, on
a permanent or non-permanent basis, so that a prescribed set of demand scenarios can
be accommodated.

2. Define and tune the routing and addressing mechanisms that will allow the connections
to take place with the best possible conditions, and react as fast as needed to potential
failure situations.

3. Define and implement the best possible curing policy in a fast-evolving and sometimes
very aggressive environment, so that the communications and the content stored in the
network remain free from viruses and protected from other potential attacks.

Challenge and Failure Detection Despite having built defensive measures into the net-
worked system, challenges will trigger faults and cause service failures. There are two main
reasons for this: firstly, we do not know how to design or implement a fault-free complex
system, which includes the defensive measures, nor are we able to operate and maintain such
a system without introducing new faults. Secondly, we can not foresee all possible challenges
a system will face in a deployment scenario. Therefore, we argue that to be able to determine
when a system is challenged and a particular mitigation strategy has been effective, it is nec-
essary to understand the normal behaviour of a networked system. Clearly, this is non-trivial.
We are investigating ways to make understanding normal behaviour of a system tractable,
based upon an understanding of the high-impact challenges (see Section 2.2), and develop
tools for specifying normal behaviour. This will be done in the context of a small number of
well-defined challenge scenarios.

It will be necessary to automatically remedy challenges; this comes at the risk of applying
inappropriate mechanisms and further reducing the level of service provided by the network.
To enable the appropriate automatic selection of mitigation strategies, it is necessary to detect
the symptoms of a challenge, understand as well as possible its root cause, and gain a notion of
its impact on the system. We are investigating a distributed challenge detection system based
on the understanding of normal behaviour that can be used to determine this information. An
essential feature of a distributed resilient system is a repository to store, for example, detection
and mitigation events. This distributed information store is used during fault localization and
fault verification, and provides input to the remediation strategy selection logic. Moreover,
this stored information can be used, for instance, to enable long-term learning and evolution of
the system. We will investigate appropriate interaction models (e.g., publish/subscribe) and
implementation approaches for such a distributed information repository.

Adaptation and Evolution Framework Having detected a degradation of service within
the network, an adaptation framework is triggered to select and deploy a remediation strategy
(see the upper part in Figure 4). Such a strategy can be as simple as turning some control
knobs to adjust configuration parameters of the affected services. The other extreme would be
to change the complete communication subsystem architecture, i.e., using an autonomic net-
working approach with functional composition to re-build the protocol stack. Which strategy
to apply for a given challenge in a specific context is task of the remediation decision engine.
Deciding which strategy to apply will be based on the detected challenge, the system’s oper-
ational context, the network operator’s system policies, and experience from past decisions.
In order to enable learning over time, information about the selected strategy is stored in the
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Figure 4: The adaptation and evolution framework, including challenge detection

distributed information store, together with pointers to the related challenge. A measurement
unit, which verifies the effectiveness of a deployed remediation strategy, does not only close the
real-time control loop but also make its assessment of the strategy’s effectiveness persistent
by storing the measurement result in the same store. Feeding this information into long-term
learning algorithms is expected to provide a basis to more readily select the right remediation
strategy in the future. This off-line learning is implemented in an evolution framework (see the
lower part in Figure 4). The work on the adaptation and evolution framework begins officially
in M13 of the project lifetime.

4 Experimental Evaluation

In the experimentation part of the project, the aim is to exemplify our approach to resilience in
concrete study cases. Study cases could be viewed as networking technology, service provision
scenario, challenge set tuples. We have tried to cover some of the most recent and promising
networking paradigms, their common feature being high decentralization in the way they op-
erate and are managed. Interestingly, their deployment is in many cases hindered by the lack
of solid solutions to challenges of various types such as a) deliberate attacks to the network
infrastructure; b) lack of incentives for collaboration; c) management mechanisms that could
cross various heterogeneous networking settings.

Although work on experimentation begins in the second half of the project lifetime, sig-
nificant effort has been devoted so far to the more detailed definition of the experimentation
scenarios and the respective testbed developments, where appropriate. This work is directly
affected by the progress made on the framework (WP1) and mechanism (WP2-WP3) aspects
of the project. The aim is to accommodate the maximum and most important elements in the
experimental evaluation. In the following, we briefly present the four experimentation study
cases in the project, as well as the current status of work.
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4.1 Coping with Node Misbehaviour in Wireless Multi-hop Networks

The first study case investigates the challenge of node misbehaviour in wireless multi-hop
networks. As the demand for wireless access grows, several types of these networks become
interesting, for example, wireless metropolitan networks. The decentralized nature of these
networks gives many degrees of freedom to users; yet, they rely on the full co-operation of
nodes, which cannot be taken for granted. Both selfish and malicious behaviours threaten
the normal operation of these networks, even their existence as such. In our experimentation,
we consider several types of misbehaviour. Jamming and generation of dummy traffic are
two instances of malicious node behaviour. On the other hand, selfish node behaviour can be
expressed as: a) greedy over-usage of the common transmission medium (due to the distributed
nature of the the MAC layer); b) refusal to participate in the data forwarding process. The
latter is the focus of our current work.

We have carried out analysis looking at the total achievable throughput in a wireless mesh
network when a certain number of nodes are misbehaving. To gain a measure of performance
degradation, we compare the achievable throughput in an ideal scenario, where a central
entity with full knowledge about the network applies interference-aware routing and optimal
scheduling of transmissions at MAC layer. Our analysis will be compared against experiments
on the ETH Zürich wireless testbed (TIKnet) [TIK], through which we can assess the validity
of the model, and the impact of radio propagation aspects. This work will draw on and, at
the same time, inform the work we are doing on resilience metrics.

As a second step, we will experiment in the testbed with a reciprocation mechanism we
are developing. The protocol under design draws on game-theoretic principles and, more
specifically, on the field of mechanism design without money. The aim is to offer incentives to
the nodes so they co-operate and the network is functional. This protocol will be one of the
defensive mechanisms in the D2R2 + DR strategy, which should be active for such networks.

4.2 Coping with Node Misbehaviour in Opportunistic Networks

Opportunistic networks depart from the assumption of an end-to-end connection. Instead,
information is stored, carried, and forwarded to other nodes that are expected to bring the
information closer to the destination(s) as they pass by. They offer an interesting aspect to
resilience: even though an opportunistic network is by definition resilient to link and node
failures, resource limitations require the careful selection of when and where to replicate and
forward data. This selection process, also known as congestion control, can easily be disturbed
by misbehaving nodes. They can choose to not collaborate in forwarding data, or introduce
(useless) data into the network using other node’s resources, for example. Therefore, we con-
sider opportunistic networks as a challenging study case for the interaction between challenge
detection and the adaptation and evolution framework in order to perform congestion control,
even with misbehaving nodes.

The experimental work will be conducted on the Haggle architecture [NGR09], because it
introduces a novel and well-structured design space for distributed congestion control. At the
core of the data-centric communication architecture is a relation graph between data and users’
interests, which is maintained by every node. Relations are weighted according to matching
metadata and other parameters, such as the lifetime of data. Weighted relations allow setting
thresholds and ranking of the relevance of data for a particular user. These parameters, and
the choice of forwarding strategy, build an interesting design space for distributed congestion
control and opens interesting research questions. We intend to investigate the design space
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of the weighting function, resolution parameters, and choice of forwarding strategy; in a first
step to better understand the choice of parameters in general, and then in the context of
misbehaving nodes. We analyze precision and recall scores of received data as a benchmark
for the performance of the data dissemination. The experiments will be conducted in the
Haggle testbed running nodes in a virtual environment.

4.3 Reliable Signalling for Multimedia Sessions using Peer-to-Peer Networks

We have been running experiments on PlanetLab [PLA] with Cooperative SIP (CoSIP) [COS]
signalling, where we have a SIP [RSC+02] server and a Distributed Hash Table (DHT) [KAD,
SMK+01] in the background. This approach differs from most others for P2P-based SIP
signalling, in the sense that it is a hybrid approach with a server and DHT together. The
server is needed for bootstrapping the security mechanisms, e.g., X.509 certificates, which
allow for P2P authentication and integrity of the data stored in the DHT. The server is also
used for signalling under normal operation, which usually provides better lookup performance
than the DHT.

A straightforward approach for signalling with a server and a DHT would be to initiate
the signalling with the server first. The server will respond fast under normal operation. The
SIP User Agents (UAs) wait until the server responds or until a timeout occurs. When the
timeout is fired, signalling via the DHT can start. This would mean that the session setup
would take the time required to signal using the DHT plus the timeout interval. Nevertheless,
it will still be successful, which is not the case if the server is down, and there is no DHT as a
backup. Therefore, signalling via the DHT when the server is unreachable can be considered as
a remediation mechanism. The recovery will occur when the server becomes available and back
to operation. One potential issue with this first approach is that many DHT algorithms provide
better connectivity when the DHT is used frequently for lookups. Some DHT algorithms
perform lazy maintenance (e.g., refresh routing tables once an hour) and profit from the
lookup to update their routing table entries. This is the case, e.g., for the Kademlia DHT
algorithm [KAD]. Some other algorithms, e.g., Chord [SMK+01] or Pastry [RD01], perform
stabilisation frequently (e.g., refresh routing tables every five minutes). Therefore, this has to
be considered when designing such a co-operative system. It has to be ensured that the DHT
signalling works fine under normal conditions and not only when the server fails. In fact, this
can be compared to the fire alarm tests or power outage tests, which are required occasionally.
Otherwise, the fire alarms or the measures for coping with power outages might fail when they
are really needed.

A better signalling approach would be to perform the session setup initiated by signalling
to the server as well as in the DHT in parallel. This means that in case the server is not
reachable, the session setup will take the time required required to signal using the DHT but
no additional timeout interval. Using this approach, the DHT is also used frequently, which can
ensure its continuous functionality. This approach can be considered as proactive. Regardless
of whether a challenge is detected or not, the signalling is always performed in parallel to the
server and the DHT. The result is a lower Mean-Time-To-Recovery (MTTR) at the cost of
additional signalling overhead. However, this cost can be optimised.

To summarise, the approach followed for resilient SIP signalling is inline with the D2R2 +
DR strategy. However, we have a strong focus on proactive mechanisms. Proactive means
that defence is consolidated, and that mechanisms for remediation and recovery are always
ready to be applied as soon as a challenge is detected in order to achieve the best possible
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MTTR, which should be zero.

4.4 Addressing challenges in Ambient Intelligence (AmI) Environments

Ambient Intelligence (AmI) can be characterized using the image of people surrounded by
smart and intuitive interfaces embedded in everyday objects around them, and an environment
recognising and responding to the presence of individuals in an invisible way. To provide AmI,
built on ubiquitous computing, ubiquitous communication, and intelligent user interfaces, the
Object Naming Service is proposed as a mechanism leveraging DNS to discover information
about a product and related services from the Electronic Product Code, a component of the
EPCglobal Network. In this vision of the Internet of things, bar-codes are replaced by con-
tactless chips (RFID) on all manufactured products, giving access via the Internet to dynamic
data updated on each object (data on the origin, shipment of the merchandise, traceability,
etc.). The ICOM platform, built for mass distribution enterprises, is a middleware aiming to
be the crossroads for all these RFID data, gathered through EPCglobal standards compliant
infrastructure, and transiting towards the enterprises’ information systems, or trading partners’
networks. Based on open source modules and complemented with components developed by
France Telecom, this publish-subscribe environment aims to become a platform offer for shared
services.

Overcoming resilience challenges is one of the conditions of success for this environment.
Data reliability at the source is the first and basic consideration. High availability of the
platform, even in the event of bizarre traffic conditions and/or abnormal situations is another
requirement. As enterprises entrust their data to an external infrastructure, the guarantee
of data confidentiality is unavoidable. Another cause for concern is the threat of DDoS at-
tacks saturating the enterprises’ servers in their information systems. This non-exhaustive list
of challenges will be studied in the light of ResumeNet’s D2R2 + DR strategy, and particu-
larly through its Detection (monitoring/surveillance, event correlation, etc.) and Remediation
(dynamic policy change, etc.) steps.
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5 Conclusions and Outlook

Resilience will need to be a key property of a future Internet because of our unrelenting demand
for Internet-based services, the challenging environments it will operate in, and the continued
existence of intelligent adversaries. We propose that a holistic and systematic approach to
resilience is required that aims to consider the complete socio-technical system and the wide
range of challenges it may face. In this deliverable, we have described our current understanding
of how to build resilient networked systems, such as the future Internet, that uses a superficially
straightforward conceptual strategy, called D2R2 + DR. All this strategy says is that a resilient
networked system must carry defensive mechanisms, be able to detect and remedy challenges
that breach defences, and recover to a normal state of operation when a challenge has abated.
Furthermore, it acknowledges the network should improve over time via a reflective mechanism
of diagnosing past failings, which informs refinement.

We have described our current understanding of a number of fundamentals for resilience
that constitute part of our resilience framework. Namely, that metrics are essential for us to
be able to specify and measure resilience. We describe the challenges of defining resilience
metrics and our current status addressing them; much further work is needed. It is essential
to make appropriate use of the limited resources available for resilience. To do this, we need
to understand the high-impact challenges that will occur, which requires sound probabilities of
challenge occurrence and measures of impact. Here, we summarise a risk assessment strategy
and a taxonomy of challenges that can be used as part of the assessment process. Managing
complexity will be a significant challenge in a future Internet. Some of this complexity could
occur from multiple cross-layer control loops that cause the network to become unstable. We
aim to develop formal methods for resilience engineers to reason about such control loops, so
as to improve confidence in a system’s potential stability. Policies will be used to direct system
adaptation to mitigate challenges; we have described our understanding of the state-of-the-art
in policy frameworks, their use in a complimentary project to ResumeNet, and how we may
use policies to mitigate challenges we cannot determine the nature of.

A discussion of our two complimentary threads of research that aim to populate our strategy
for resilience with specific algorithms and mechanisms is given. This work will build upon the
framework presented. We are at a relatively early stage in our understanding of how to
approach ensuring resilience for a future Internet. Our work will continue in the context of
strong experimental scenarios that we believe will feature in a future Internet. Through these
scenarios we will evaluate the validity of our strategies for resilience and what we understand
to be fundamental to it.
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